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FOREWORD

Environmental assessment models are used for evaluating the radiological impact of actual and potential releases of radionuclides to the environment. They are essential tools for use in the regulatory control of routine discharges to the environment and also in planning measures to be taken in the event of accidental releases. They are also used for predicting the impact of releases which may occur far into the future, for example, from underground radioactive waste repositories. It is important to verify, to the extent possible, the reliability of the predictions of such models by a comparison with measured values in the environment or with predictions of other models.

The IAEA has been organizing programmes of international model testing since the 1980s. These programmes have contributed to a general improvement in models, in the transfer of data and in the capabilities of modellers in Member States. IAEA publications on this subject over the past three decades demonstrate the comprehensive nature of the programmes and record the associated advances which have been made.

From 2009 to 2011, the IAEA organized a programme entitled Environmental Modelling for RAdiation Safety (EMRAS II), which concentrated on the improvement of environmental transfer models and the development of reference approaches to estimate the radiological impacts on humans, as well as on flora and fauna, arising from radionuclides in the environment.

Different aspects were addressed by nine working groups covering three themes: reference approaches for human dose assessment, reference approaches for biota dose assessment and approaches for assessing emergency situations. This publication describes the work of the Tritium Accidents Working Group.

The IAEA wishes to express its gratitude to all those who participated in the work of the EMRAS II programme and gratefully acknowledges the valuable contribution of D. Galeriu (Romania) and A. Melintescu (Romania). The IAEA officer responsible for this publication was V. Berkovskyy of the Division of Radiation, Transport and Waste Safety.
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SUMMARY

This report describes the work undertaken by Working Group 7 (WG7) of the IAEA’s EMRAS II Programme and considers the conclusions drawn during EMRAS (Phase I) (2003–2007). Regarding the tritium ($^3$H) studies carried out during previous IAEA programme, the needs for a continuation of work were argued as follows:

— The need for a sound scientific basis to assess and evaluate the possible radiological impact arising from releases of tritium to the environment under accidental conditions;
— The analysis of new data sets and experiments that were performed to investigate the environmental behaviour of tritium under for a wide range of environmental conditions;
— To enable the exchange of experience and knowhow in modelling the transfer of tritium in the environment bearing in mind tritium releases from nuclear power plants, reprocessing plants and and possible future fusion reactors.

The most important topic for further studies was the development of a standard conceptual model and mathematical model to simulate the transfer of tritium in the environment following accidental releases, covering a wide range of environmental and weather conditions as well as seasonal peculiarities. The following processes are of particular interest:

— The formation of organically bound tritium (OBT) in plants during the night time, the transport of tritium within the plants to fruits and roots, the transfer of tritium from feed to meat, milk and eggs as well as the modification of tritium activity concentrations during processing and preparation of food;
— The washout of tritium by snow as well as the dry deposition of tritium to snow;
— Tritium behaviour in soils following the deposition from the atmosphere;
— Tritium and $^{14}$C behaviour in the environment in the context of releases from waste disposal facilities;
— The uptake of tritiated water (HTO) by plants during day and night, under wet and dry conditions;
— The deposition of gaseous tritiated hydrogen (HT) to plants and soil and the conversion of HT to HTO;
— Differences in the environmental behaviour of tritiated against non-tritiated compounds (isotopic discrimination).

At the beginning of WG7 activities, a large number of participants elaborated a set of subtopics: processes contributing to tritium transfer, modelling attempts, uncertainty and quality assurance aspects. The final goal was to obtain a harmonized model for the aquatic and atmospheric releases, which is quality controlled and easy to apply in operational cases. Focus was given to address the large variability regarding the environmental and weather conditions when a tritium accident may potentially occur.

In Sections 2 and 3 of this report, the key mechanisms and interaction matrix for terrestrial pathways of tritium transfer are described. Section 4 addresses the dispersion of tritium in the atmosphere, including washout by rain and deposition to plants and soil. In Section 5, dry deposition of HT and HTO and the re-emission to the atmosphere is described and discussed and guidance is given on how to address these processes in assessment models. Section 6 addresses the HTO uptake by plants and the conversion to OBT during the day time and provides models to quantify these processes. In addition, Section 6 also discusses the
simplification of models as well as the availability of model parameters. An analysis of recently published experimental work as input for models to simulate the tritium transfer from air to plants and the subsequent synthesis of OBT is discussed in detail in Section 7. In Section 8, models to estimate the transfer of caesium from soil to plant transfer are described and the currently existing limitations of these models are discussed.

Experiments to study the tritium transfer to wheat are presented in Section 9, which enables a detailed process analyses and a database for further models tests.

The tritium transfer to animal food products (meat, milk and eggs) is described in detail in Section 10 and approaches to model are presented.

Section 11 addresses very detailed and complex models to simulate the atmosphere-plant-soil system, highlighting the challenges to find appropriate data sets for testing and validating such complex models. .

For tritium transfer in the aquatic food chain, the processes and related models are described in Section 12 together with examples of model application and robustness.

The main goal of WG7’s work was to develop a harmonized, robust model for practical applications. Aspects of the quality assurance of the input data and models are discussed in Sections 13 and 14.

The present status and needs are also summarized (Section 15) and further fields of activities are identified to improve the reliability and the application of models to assess tritium behavior in the environment and the resulting radiological impacts to people and the environment. There was broad consensus among the participants that the following processes require further efforts:

—— Interception and uptake by plants of tritium that has been deposited during precipitation: by leaves;
—— Transfer of tritium to bare and vegetated soil;
—— Transfer from soil to plants – HTO: dynamics of the soil-plant-atmosphere complex;
—— Reemission of tritiated water due to evapo-transpiration HTO as a secondary source;
—— Transformation of OBT during the night;
—— Oxidation of OBT in feed and food during processing and storage;
—— The behaviour and the interaction of OBT with the organic matter in soil.

In the Appendices, useful information is given regarding the input data for farm animal models, tritium dynamics in tropical aquatic conditions and a detailed definition of OBT.
1. INTRODUCTION

1.1. BACKGROUND OF THE EMRAS II PROGRAMME

The IAEA organized a programme from 2009 to 2011 entitled Environmental Modelling for RAdiation Safety (EMRAS II), which concentrated on the improvement of environmental transfer models and the development of reference approaches to estimate the radiological impacts on humans, as well as on flora and fauna, arising from radionuclides in the environment.

The following topics were addressed in nine working groups:

Reference Approaches for Human Dose Assessment

— Working Group 1: Reference Methodologies for Controlling Discharges of Routine Releases
— Working Group 2: Reference Approaches to Modelling for Management and Remediation at NORM and Legacy Sites

Reference Approaches for Biota Dose Assessment

— Working Group 4: Biota Modelling
— Working Group 6: Biota Dose Effects Modelling

Approaches for Assessing Emergency Situations

— Working Group 7: Tritium Accidents
— Working Group 8: Environmental Sensitivity
— Working Group 9: Urban Areas

The activities and the results achieved by the Working Groups are described in individual IAEA Technical Documents (IAEA-TECDOCs). This report describes the work of the Tritium Accidents Working Group.

1.2. BACKGROUND FOR EMRAS II WORKING GROUP 7: TRITIUM ACCIDENTS

Tritium is a weak beta emitter that is naturally present on earth but is also routinely released by almost all nuclear facilities (nuclear power plants, defence facilities, fusion facilities, fuel processing plants, etc). Some recent studies [1] have mentioned that the radiotoxicity of tritium might be underestimated, even though it remains one of the least radiotoxic nuclides, whatever its chemical form. Nevertheless, this has raised more concerns on how it could migrate in the environment and eventually affect people through the food chain.

Tritium has a complex behaviour once released into the environment. Being an isotope of hydrogen, its behaviour depends on its initial chemical form, its transformation from one form to another (in particular in its oxidised form as water) and on the weather and soil/aquatic conditions at the time of release. An overview of tritium occurrence, chemistry and physics, speciation, analytical techniques, separation and remediation was published recently [2]. With respect to its environmental behaviour, tritium is unique among radionuclides in a number of respects [3]:

...
In aqueous systems, tritium moves as a non-reactive, non-absorbed constituent with the bulk water flow. Accordingly, the environmental transport of tritium is governed in large part by local and global hydrologic cycles.

As a gas, tritium moves in response to its own vapour pressure gradient and can, under some circumstances, move against the water vapour flux.

Tritium deposited from the atmosphere to soil and plants is readily recycled back to the atmosphere via evapotranspiration, forming a secondary airborne plume.

The processes responsible for tritium transfer have time scales as short as minutes. Tritium can be rapidly taken up by organisms, but just as rapidly lost. As a result, tritium transfer is highly dependent on the environmental conditions prevailing at the time and place of release and the time of measurement.

Tritium can be effectively incorporated into biological systems, including the human body, as organically bound tritium (OBT).

Although tritium is three times heavier than hydrogen, it usually occurs as part of larger molecules. Therefore, isotopic effects, although present, are not important in environmental tritium transport, except in OBT formation.

Tritium is transferred through the environment and through food chains without bioaccumulation in any compartment.

These unique features must be taken into account in understanding the environmental transport of tritium and in estimating the radiological consequences of releases into the environment. Many international programmes have considered the radiological aspects of tritium transfer into the environment, such as BIOMOVS II (BIOSpheric MOdel Validation Study) in 1991–1996, BIOMASS (BIosphere Modelling and ASSessment) in 1996–2001 and EMRAS I (Environmental Modelling for Radiation Safety) in 2003–2007. In these programmes, the predictions of different environmental models were compared to assess the potential uncertainties and the level of confidence given by the codes. The outcomes of the EMRAS I programme are available in the form of a Summary report, to which all Working Group reports are appended on a CD-ROM.

In EMRAS I, the Tritium and ¹⁴C Working Group made a first attempt to compare models for a hypothetical accidental release of tritium to the environment [4]. Nevertheless, the tritium community felt that further work in this area would be beneficial.

Tritium behaviour following an accidental release is of high interest for nuclear facilities with a large tritium inventory, and/or those for which the health impact on members of the public is not driven by other radionuclides. Among such facilities are heavy water power plants, fuel reprocessing plants, tritium defence facilities and fusion facilities such as ITER.

The main goal of an increased knowledge of tritium environmental behaviour in accident situations is not only to get a (moderately) conservative assessment of the dose to members of the public, but also to prepare the conditions for the management of the emergency. For the
latter, excessive conservatism has to be reduced in order not to propose too large or needless emergency actions.

In most cases, large potential accidents involve short duration releases to air whereas minor incidental releases may also involve liquid emissions. Thus both terrestrial and aquatic pathways have to be studied for all weather conditions for a better knowledge of tritium environmental behaviour and its impact.

The main differences between routine and accidental releases of tritium are generally the larger magnitude and shorter kinetics of accidental releases compared with annual routine releases. The kinetic effects of tritium environmental behaviour are a topic of further study.

1.3. OBJECTIVES

The EMRAS II WG7 “Tritium Accidents” addressed certain areas of interest related to accidental releases of tritium into the environment, and some key objectives were proposed:

— Developing a standard conceptual dynamic model for tritium dose assessment for acute releases to the atmosphere and water bodies, from the source to receptor.

— Agreeing on common sub-models for specific transfers or processes, based on an interdisciplinary approach involving the understanding of the processes and key parameters taken from recent research in life sciences. Quality assurance requires moderate conservatism.

— Defining the framework for an operational model (requirements for meteorological data, atmospheric transport, site specific data and so on).

— Achieving the capability to assimilate real measured data in the models.

It is especially important to focus on the uncertainties and sensitivities that are involved in modelling the behaviour of tritium in the environment after accidents. The dynamics of tritium in the terrestrial environment is the result of the complex interaction of a number of factors that are subject to hourly, daily and annual fluctuations. Due to the large uncertainties related to the environmental conditions at the time of an accidental release, predictions are unavoidably associated with considerable uncertainties. However, these inherent problems in tritium modelling are not clear to everyone; therefore, it was very important for the work to:

— Identify the main contributors to uncertainty;

— Identify the critical periods during the year when a release would result in the greatest exposure to tritium;

— Identify the important and sensitive parameters, having in mind the hourly, daily and annual variations in parameters/processes;

— Explore the practical difficulties in determining those parameters;

— Get an idea of the achievable reliability of tritium modelling under the conditions that hold at the time of the accident;

— Get a clear idea for the phases of a tritium accident the application of a tritium model is most desirable and useful.

A general concern is to get an adequate level of conservatism in the predictions of robust and proven models, using data that are easily accessible. Among the points to be assessed, the following topics are highlighted:
— The physical models associated with tritium accidental releases;
— The data needed to validate the models, including the quality of environmental tritium measurements, particularly for OBT.

The present report partially covers the needs that must be met to obtain a harmonised approach to developing a robust model to be applied in practice. The nuclear regulators and utilities prefer a transparent, simple model that is moderately conservative. It is a matter of present debate if this is possible in the near future and much effort is still needed.
2. KEY MECHANISMS FOR TRITIUM TRANSFER IN THE TERRESTRIAL ENVIRONMENT

2.1. OVERVIEW

It is not the purpose of this section to review the large volume of literature that describes the processes of tritium transport between the different compartments of the environment. However, this section deals with the key mechanisms and definitions for understanding tritium transfer and its fate in plants and animals.

Atmospheric transport and dispersion of tritium is similar to that for other radionuclides, except that HTO is re-emitted from vegetation and soil to air. Reemission may represent some tens of percent of the deposition and can be neglected in a first approach.

The reemitted material undergoes atmospheric dispersion over the course of many hours, and then this secondary exposure pathway becomes even less important.

In accident scenarios, tritium can be released as a gas (HT) or as tritiated water vapour (HTO).

2.2. TRITIATED GAS (HT)

It has to be noted that HT is not transferred to plants and has a low dry deposition velocity. Furthermore, it is not washed out by rain and has a low dose per unit intake by inhalation. Then the only pathway of interest is the chemical transformation by soil microorganisms of the small amount of HT deposited on the soil into tritiated water, and the following use of the water by plants.

In practice, it is necessary to release about 1 kg of HT to achieve a significant radiological impact, delivered over the course of some weeks. As this quantity is difficult to reach in any existing facility, the case of HT does not need to be developed here. Nevertheless, in a real accident, it is important to know the fraction of HT in the release, as this fraction will contribute a negligible amount to the total dose.

In the case of a pure HT release, the dose is of the order of a few percent (1–5%) of that imparted by an equivalent HTO release. The HT dose is mainly due to the soil-plant pathway, as the HT must first be transformed into tritiated water.

2.3. TRITIATED WATER (HTO)

The transport and exposure pathways for tritiated water are more complex than those for HT and operate on different time scales.

It is well-known that the main pathway for HTO exposure following an acute release is consumption of food with a high concentration of OBT.

Nevertheless, most models predict the instantaneous concentration in different compartments, which is useful for comparison to measurements but which often misses the second objective of the calculations, which is to propose efficient countermeasures. This is why it is useful to analyze in detail the different mechanisms, their times of occurrence and contributions to total dose.

During the accident, many mechanisms of transfer operate depending on many interconnected processes.
The first process is the direct transfer from air to leaves by exchange between air vapour and the free water of the leaves through the stomata and the cuticle. This transfer depends on the leaf area index (m$^2$ of leaves per m$^2$ of soil) and on the stomatal resistance, which characterizes the opening of the stomata.

The second pathway is the transfer from air to soil, which occurs by diffusion of air vapour through the soil surface. This is essentially a deposition process and can be modelled with a deposition velocity, which depends mainly on soil humidity.

To quantify these pathways, it is interesting to give some idea of the different water contents of the related compartments. The absolute humidity of air is of the order of 5–25 g m$^{-3}$. The quantity of water in 1 m$^2$ of vegetation covering the soil is between 500 and 5000 g m$^{-2}$, and the quantity of water released by transpiration is between 50 and 250 g h$^{-1}$ m$^{-2}$. It needs only a few hours to reach equilibrium between plant free water and air vapour. There is a flux from plant to air but also a diffusion mechanism from air to plant.

As a part of the free water coming from the soil, the equilibrium between air vapour and plant water is not 100%, but about 40% [5]. This shows that the turnover of the free water of the plant is rapid, on the order of a day.

2.4. HTO TRANSFER FROM AIR TO PLANT

Stomata are cellular structures that constitute doors through which pass the different gases (CO$_2$, O$_2$ and water vapour) of photosynthetic exchange between air and the internal medium of the plant. The cuticle is a more or less impervious layer that covers the epithelium.

Stomata control the rate of transpiration. They are open when there is light and sufficient water coming from the soil and can be moderated by internal regulation (abscissic acid for water stress). Photosynthesis and transpiration will occur when fluxes of CO$_2$ and water are possible.

Photosynthetic transfer depends on many environmental factors such as light, temperature, and the relative humidity of air and soil, and on internal factors such as the number of stomata, their location, sugar concentration, age of the plant, etc. In practice, information on these factors is unlikely to be available at the moment of the accident.

2.4.1. Kinetics

In leaves, charge and discharge of HTO from air are fast phenomena. The plant concentration increases and decreases with a biological period of the order of an hour during the day. Tritium delabeling of plant tissue after exposure from the atmosphere is much slower in darkness than in the light, with the loss of HTO primarily depending on transpiration. During the night, many hours may be required for the tritium concentration in the plant to drop significantly.

In such conditions, the exact timing of the release is important, as most of the decrease phase will occur the following morning, in daytime conditions.

The activity of the leaves increases from zero at the beginning of the release to a maximum at the end, and comes back to the low level of soil water activity some hours later.
The main dose contribution from the air to plant free water to man pathway occurs during the first day for vegetables harvested that day (fresh garden vegetables).

2.4.2. Exchange velocity

From the mathematical point of view, deposition and reemission is modelled using a parameter called the exchange velocity” (m s$^{-1}$), which represents the flux of air that enters the leaves (Bq m$^{-2}$ s$^{-1}$) per unit air concentration (Bq m$^{-3}$).

If we suppose that the exchange velocity between the free water of the plant and air vapour remains the same in both charge and discharge phases, then the water-integrated concentration is less sensitive than the instantaneous concentration to the exchange rate. Photosynthetic production is bound to this integrated concentration, as is ingestion by man of HTO in vegetables. However, in practice, people do not harvest vegetables continuously, especially not during the night.

Water absorption by the leaves is fast during the day and slower during the night. Vapour exchanges occur mainly through the stomata, for which the mechanism is controlled by the internal pressure of by-stander cells. Nevertheless, the cuticle is not absolutely watertight, especially for young and old leaves.

Depending on the internal pressure, the stomata will be more or less open.

Key external factors that influence the state of the stomata are the relative humidity of the air (HR) and light levels.

— Moist air (HR = 80%) promotes the opening of the stomata whereas drier air (HR = 50%) closes them.

— Light also plays a direct role in the opening of the stomata. It causes a large increase (from 12 to 18 bars) in the osmotic pressure of guard cells; meanwhile, the pressure in the by-stander cells is about 15 bars. Based on current knowledge, the stomata guard cells accumulate potassium with the inverse transport of protons. This “proton pump” seems to be stimulated by light, especially in the blue part of the spectrum. At the same time, light produces adenosine tri-phosphate (ATP), which is the energy source for further biochemical transformations.

As an internal factor, abscissic acid plays a key role in controlling the opening of the stomata. In the case of water stress, the abscissic content increases considerably, which causes a quick closure of stomatal orifices. Abscissic acid acts as a hormone of distress and allows a vigorous response by the plants.

The exchange velocity is calculated as follows:

$$V_c = \frac{LAI}{r}$$

where:

$V_c$ is the water vapour exchange velocity between air and leaves (m s$^{-1}$);

$LAI$ is the leaf area index at the moment of the release (dimensionless); and

$r$ is the stomatal resistance of the leaf surface (s m$^{-1}$).
The stomatal resistance of the leaf surface, $r$, has a value of 300 s m$^{-1}$ as an average during the day when stomata are completely open and, 3000 s m$^{-1}$ during the night when they are closed. Knowing the leaf area index of the different vegetable categories, one can estimate the exchange velocity of water vapour between air and leaves.

The concentration of free water in the leaves during the release is given by:

$$\frac{d A_l}{d t} = \frac{V_c C_w^{\text{sat}}}{m} \left( A_{\text{vap}} - A_l \right)$$

(2)

where:

- $A_l$ is the activity of leaf free water (Bq m$^{-3}$);
- $A_{\text{vap}}$ is the activity of water vapour in air (Bq m$^{-3}$);
- $V_c$ is the water exchange velocity between air and leaves (m s$^{-1}$);
- $m$ is the quantity of water in leaves per m$^2$ of soil (kg m$^{-2}$); and
- $C_w^{\text{sat}}$ is the quantity of water in air at saturation (kg m$^{-3}$).

$C_w$ (which depends on temperature) and $m$ (which is not very different from yield) can be easily evaluated. $V_c$ is the most variable parameter. The half life of charge and discharge is then given by:

$$T_{1/2} = \frac{m \ln(2)}{V_c C_w^{\text{sat}} 3600} \text{ (in hours)}$$

(3)

$m$ and $V_c$ both depend on the leaf area index, so LAI does not appear to be an influential parameter. The half time is proportional to stomatal resistance, and decreases when air temperature increases.

Moreover, if the charge and discharge are rapid and conditions are constant, then the integrated activity of the free water is independent of the incorporation rate and equal to the integrated activity of air vapour at saturation, but the time of release can be much longer.

In practice, conditions do not remain constant for many hours. A physiological approach is needed to integrate stomata resistance and leaf area index. The best approach would be to evaluate stomata resistance from available data at the moment of the accident, if possible.

2.4.3. **Practical conclusions**

From the point of view of countermeasures, if there is no consumption of leafy or fruit vegetables in the 2 or 3 days immediately following the release, then this exposure pathway will be avoided.

The main significance of tritium contamination of the leaf free water is that the OBT built up during and after the release is more or less proportional to the integrated activity of the free water of the leaves. The integrated activity of air vapour at saturation can be used, in a first approximation, as an upper limit to the free water integrated activity.

2.5. **HTO TRANSFER FROM AIR TO SOIL**

A second pathway is the transfer from air to soil, which occurs by diffusion of air vapour through the surface. This is essentially a deposition process, and can be modelled with a deposition velocity that depends mainly on soil humidity. About half of the total deposition is
reemitted to the air after the end of the release. This value can be used to calculate inhalation doses from the reemitted plume. In practice, this question is of little interest.

A quantitative idea of this mechanism can be obtained from an assessment of the vapour exchange between air and soil in a temperate climate carried out in the environment of Dijon in France. 300 L y⁻¹ of air vapour is incorporated in the soil through deposition, compared to 700 L y⁻¹ of rain. Considering that the average air vapour content is 8 g m⁻³, this gives an average deposition velocity of air vapour of 1.2 × 10⁻³ m s⁻¹ (in the expected range of 10⁻³ to 10⁻² m s⁻¹). The average deposition of vapour in 1 hour is 0.03 to 0.3 kg h⁻¹ m⁻².

2.6. HTO TRANSFER FROM SOIL TO PLANT

At any given moment, the relative humidity of the soil is typically between 10 and 30%, corresponding to 50 and 150 kg m⁻² for the rooting zone (it can be more for deeper soils). This means that the soil water concentration will be, for a short release of 1 h, less than 0.1–1% of the air vapour concentration. This is small compared to air transfer, which is of some percent during the day. Nevertheless, the halftime in the soil is a few weeks instead of a few hours for free water in leaves. This means that doses from the soil pathway are not negligible when they are integrated over time. Considering the fast turnover of free water in the plant, equilibrium between plant and soil will be reached in 2 or 3 days. Then the plant free water concentration will decrease with the same halftime as the soil concentration.

From the point of view of countermeasures, the soil-plant pathway needs to be taken into account and assessed during the first week post-release, with help from environmental measurements.

From spring to autumn, evapotranspiration is of the order of some liters per square meter per day, compared to 50–150 L of water contained in the soil. The decrease of activity in temperate climates implies half-lives between 10 and 100 days. The longest period corresponds to the largest soil content and consequently, to the lowest concentration. Then the dose, which is a function of integrated activity, will not be very different from one case to another.

Evapotranspiration is the mechanism that reduces soil water activity. The concept of potential evapotranspiration (ETP), the water loss from a field crop that covers the soil completely and has an optimum supply of water from the soil) is used.

Homogenisation over the depth of the soil occurs because of hydraulic potential equilibrium related to root distribution and following rains. Then the daily rate of emission may be considered as the ratio of real evapotranspiration to the total quantity of water in the root zone.

The critical soil moisture content is defined as the quantity of stored soil moisture below which the plant starts to close its stomata.

Real evapotranspiration is equivalent to potential evapotranspiration when the humidity of soil is above a critical humidity, given by the relation [6]:

\[
\theta_{ms} = (1 - p)\left(\theta_{fc} - \theta_{wp}\right) + \theta_{wp}, \quad \text{which can also be expressed as:} \quad p = \frac{\left(\theta_{fc} - \theta_{ms}\right)}{\left(\theta_{fc} - \theta_{wp}\right)} \quad (4)
\]
where:

- \( \theta_{fc} \) is the humidity at field capacity (unitless, soil moisture suction = 0.1 bar);
- \( \theta_{wp} \) is the humidity at the wilting point (unitless, soil moisture suction = 16 bars);
- \( \theta_{ws} \) is the humidity at the critical point (unitless, closure of stomata depending on plant type and ETP); and
- \( p \) is the fraction of easily available soil water (unitless).

\( p \) values are indicated in Table 1 as a function of ETP. We can see that \( p \) decreases when potential evapotranspiration increases.

For soil humidity above \( \theta_{ws} \), real evapotranspiration is equivalent to ETP (if the plant entirely covers the surface). Below \( \theta_{ws} \), a reduction factor has to be applied and is given by the following equations:

\[
\frac{ETR}{ETP} = R_{ws} = \inf \left( 1, \frac{\theta_t - \theta_{wp}}{\theta_{ws} - \theta_{wp}} \right) = \inf \left( 1, \frac{\theta_t - \theta_{wp}}{(1 - p) \theta_{fc} - \theta_{wp}} \right)
\]

where:

- \( \theta_t \) is the soil humidity at time \( t \) (unitless)
- ETP is the potential evapotranspiration (L m\(^{-2}\))
- ETR is the real evapotranspiration (L m\(^{-2}\))

2.7. HTO TRANSFER FROM AIR TO RAIN AND SOIL

It is well-known that the tritium concentration in rain is lower (by up to a factor of 10) than the concentration in air moisture at ground level some distance (a few hundred meters) from the stack. Of course, near the stack, rainwater which falls through the plume can have a much higher concentration than air at ground level, depending on the height of the stack.

Many equations exist to define washout, tritium concentration in rain and deposition on the soil (see Section 4).

A washout rate equation depending on rainfall intensity was proposed by several authors.

<table>
<thead>
<tr>
<th>Crop group</th>
<th>ETP (mm d(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leafy veg, strawberry, cabbage, onion</td>
<td>0.53 0.45 0.38 0.30 0.25 0.23 0.20 0.18 0.16 0.15</td>
</tr>
<tr>
<td>Clover, carrot, early banana, pepper</td>
<td>0.80 0.60 0.50 0.43 0.35 0.30 0.28 0.25 0.23 0.20</td>
</tr>
<tr>
<td>Grape, pea, potato, sunflower, tomato, water melon, grass</td>
<td>0.90 0.75 0.65 0.55 0.45 0.40 0.38 0.33 0.30 0.25</td>
</tr>
<tr>
<td>Citrus, groudnut, pineapple, alfalfa, cotton, cassava, sweet potato, grains</td>
<td>0.95 0.85 0.75 0.65 0.55 0.50 0.48 0.43 0.38 0.35</td>
</tr>
<tr>
<td>Olive, safflower, sorghum, soyabean, sugarcane</td>
<td>1.00 0.92 0.85 0.75 0.65 0.60 0.55 0.50 0.48 0.45</td>
</tr>
</tbody>
</table>
\[ \lambda = a \times (\delta)^b \]

where:

- \(a\) and \(b\) are empirical coefficients, nominally \(10^{-5}\) and 0.73;
- \(\delta\) is the precipitation intensity (L h\(^{-1}\)); and
- \(\lambda\) is the washout rate (s\(^{-1}\)).

Deposition is assumed to be proportional to the integrated air concentration in the column washed by the rain. Then:

\[ F_{hto} = \lambda \int \int C(z, t)dz\, dt \]

where:

- \(\lambda\) is the washout rate (s\(^{-1}\));
- \(F_{hto}\) is the HTO deposition rate (Bq m\(^{-2}\) s\(^{-1}\));
- \(C\) is the HTO concentration in air (Bq m\(^{-3}\)); and
- \(z\) is the height above the ground (m).

In practice, tritium concentration in rain does not depend strongly on rain intensity and seems to decrease slightly when the intensity increases (\(b<1\)). So, deposition is more or less proportional to the total quantity of rain (L m\(^{-2}\)). Generally, the amount of rain falling in a given precipitation event in a temperate climate is of the order of some mm. This is small compared to the total quantity of water in the soil. A dilution factor of 10 to 100 applies in the transfer process from soil to plant. Finally, the tritium concentration in soil water will be about 2 orders of magnitude lower than the concentration in air moisture.

The tritium activity in leaves in the case of rain is not well known. One simple modelling approach consists in considering the time needed for evaporation to eliminate the water remaining on the leaves. Then the exposure period can be much longer than in dry conditions, but this is counterbalanced by the activity in rain, which is generally smaller than the activity in air vapour (except at the foot of the stack).

2.8. PRODUCTION OF TRITIATED ORGANIC MATTER

A part of HTO is incorporated in plant organic matter during photosynthesis. This tritium is called organically bound tritium (OBT). In practice it includes two very different types of bonds: tritium bound to carbon, which undergoes practically no decrease in concentration up to harvest (carbon-bound tritium or non-exchangeable (NE) OBT) and tritium bound to other elements (O, N, S), which exchanges easily with the hydrogen in free water in a few hours (E-OBT). Depending on the part of the vegetable eaten, the tritiated organic matter built from air water may be translocated in totality to the accumulation organ after flowering or shortly before. The influence of the date of the accident is then important in terms of the dose received from vegetables such as wheat or potatoes, which are stored and eaten over a long period. At some critical time of the year (e.g. in June for the European climate), the total dose may be significantly reduced by replacing the existing crop with a new one (if possible).

Deposition on the ground also contributes to the contamination of the plants by the root pathway and subsequent incorporation of tritium in organic material. The HTOoil concentration in soil is much smaller than that in air vapour, but the soil HTO has a much longer turnover and will lead to continuous production of OBT up to harvest. Rain may substantially increase deposition to soil and is a particular point to take into account.
The organic compounds of a plant are produced by photosynthesis transforming sunlight energy into chemical energy. The general reaction produces a C3 molecule (H-C-OH)₃ plus O₂ from CO₂ and H₂O. We can see that each carbon corresponds to a molecule of H₂O and may propose this equivalence as a basic approach to modeling OBT formation (in fact, only one H is carbon bound).

For a continuous, normal release, the average incorporation rate of tritium into organic matter can be calculated from the yield of dry matter at harvest divided by the duration of growth multiplied by 0.53, which corresponds to the proportion of H₂O in C3 molecules corrected by a discrimination factor of 0.95.

\[
\tau_{inc} = 0.53 \frac{\tau_{dm}^\text{veg} Y}{86400 \Delta t_{growth}}
\]  

where:

- \(\tau_{inc}\) is the incorporation rate of tritium into organic matter (kg water m⁻² s⁻¹);
- 0.53 is the water equivalence of dry organic matter (kg water kg dry plant⁻¹);
- \(\tau_{dm}^\text{veg}\) is the dry matter content in the vegetable (kg dry plant kg fresh plant⁻¹);
- \(Y\) is the yield at harvest (kg fresh plant m⁻²);
- 86400 is a conversion factor (s d⁻¹); and
- \(\Delta t_{growth}\) is the growth duration of the vegetable (d).

This type of very simple approach does not discriminate between day and night and between cold, warm and hot weather. It should at least be corrected by the ratio of daylight hours per day, as there is no incorporation by light reactions during the night (dividing by about 0.6 for summertime). But, on the other hand, only one H is carbon-bound and corresponds to real OBT.

As the effect of temperature is relatively important for incorporation, it is useful to refine the equation to include this parameter. The simplest approach is then to consider the general case and to characterize the extreme cases.

As soon as the sun rises, photosynthetic mechanisms begin to operate. Light is then never the limiting factor of this process. As it is a chemical process, temperature plays an important role in the speed of the reactions. At the same time, respiration is minimal for temperatures around 20°C and increases for lower and higher temperatures. The net photosynthesis becomes zero when the temperature of the leaf reaches about 35°C. At low temperatures, net photosynthesis becomes positive above a given temperature depending on the crop considered. Values of 0°C, 5°C and 7.5°C are often used for grass, wheat and maize (depending on the geographical origin of the plant). The formation rate of organic material may be assumed proportional to temperature for temperatures between 10°C and 30°C.

A very useful concept for expressing heat units is “total degree days”: that is, the accumulated number of days (or sometimes hours) above the crop base temperature.

Considering that air temperature is an available parameter, and considering that in the general case the incorporation rate is proportional to temperature, then it is possible to modify the previous equation to introduce the temperature and total degree days in place of growth duration.
FIG. 1. Measured incorporation rate of tritium in soyabean organic matter.

\[
\tau_{inc} = 0.53 \frac{\tau_{dm}^{veg} Y (\theta - \theta_0)}{24 \cdot TDD_{harvest}}
\]

where:

- \(\tau_{inc}\) is the incorporation rate of tritium in organic matter (\(\text{kg}_{\text{water} m_{\text{soil}^{-2}} s^{-1}}\));
- 0.53 is the water equivalence of dry organic matter (\(\text{kg}_{\text{water} kg_{\text{dry plant}^{-1}}}\));
- \(\tau_{dm}^{veg}\) is the dry matter content in the vegetable (\(\text{kg}_{\text{dry plant} kg_{\text{fresh plant}^{-1}}}\));
- \(Y\) is the yield at harvest (\(\text{kg}_{\text{fresh plant} m_{\text{soil}^{-2}}}\));
- 24 is a conversion factor (h d\(^{-1}\));
- \(\theta\) is the average temperature during the accident and in the following hours (°C);
- \(\theta_0\) is the crop base temperature (°C); and
- \(TDD_{harvest}\) is the total degree days above \(\theta_0\) (d°).

It is possible to free the incorporation rate from the surface dimension (\(m_{\text{soil}^{-2}}\)) by dividing it by the dry matter yield (\(kg_{\text{dm} m^{-2}}\)) to obtain a mass incorporation rate expressed in kg of water per kg of dry matter per hour.

This allows the activity integrated inside the whole plant to be calculated, which is useful for leafy vegetables but cannot be used for grains or fruits because the metabolism of these crops changes during growth and partitioning occurs between different organs of the plants.

Figure 1 shows the measured mass incorporation rate for soybeans from the IAEA EMRAS I WG2 soybean scenario [7]. It can be seen that the total incorporation rate reaches a maximum at the beginning of August, the best time for photosynthesis/temperature for a well-developed canopy. The incorporation rate remains relatively stable for leaves after blooming. Most of the incorporation to pods and grain is done by transfer from the leaves. This is typically plant dependant and a data base characterizing the physiology of the different plants eaten by the population is required to model the process.
These translocation mechanisms are important, as edible parts of the plants are generally accumulation organs in the form of grains, tubers or fruits. These organs will accumulate organic matter labelled through the air-plant and soil-plant pathways in great part. Generally, these edible parts contain more dry organic matter than leaves and will be eaten for quite a long time after harvest.

2.9. TRITIATED ORGANIC MATTER PRODUCED DURING THE NIGHT

Nighttime is a special case of OBT formation for which relatively large differences in models still exist. Some models do not take into account any incorporation of tritium at night because the plant stomata are closed and photosynthesis does not occur. Some other models make no difference between night and day, because some chemical reactions exist during the photosynthesis dark phase, because stomatal closure is not absolute and some transfer occurs through the cuticle, and, lastly, to adopt a “conservative approach”.

A few experimental studies show that some tritium incorporation occurs at night, but the OBT concentration reached seems to be lower than during the day. Many explanations may be given:

— It is clear that many chemical reactions exist during the night, and that some hydrogen is directly bound to carbon. Nevertheless, the temperature is lower during the night and this limits the speed of the chemical synthesis.

— The amount of tritiated organic matter formed during the night depends on the integrated concentration of free water in the plant. Because the exchange velocity between air and free water is smaller at night than during the day, the maximum concentration reached at the end of a nighttime release, and the integrated activity, is smaller. This can also be the case during the discharge phase, especially when exposure occurs at the end of the night.

— Enough tritiated water remains in the plant at the end of the night to be incorporated in the morning.

— The exchange of hydrogen and tritium in organic matter occurs quickly at night, and the measurement of exchangeable and non-exchangeable tritium is not so easy.

For all these reasons, it is recommended that the incorporation rate of tritium into plant organic matter at night be determined with the same equation as applies during the day, but using the night temperature and the nighttime value of the exchange velocity between air and plant free water.

2.10. ANIMALS

In this section, a quite complete overview of the dynamic models for tritium transfer to animal products is presented (see Section 10). The purpose here is to describe all the processes that apply after an accidental release.

In the case of an accidental release, animals will be exposed to tritium over a very short period, partly by inhalation but more importantly by the ingestion of grass if the animals are grazing. The product of interest is then milk, for both cows and sheep. The free water and exchangeable organic tritium of the grass, resulting from the air pathway, will be incorporated mainly within the first day and will follow the water cycle in the animal with a turnover of 2–4 days. So the milk of grazing animals will contain HTO from the air pathway with a maximum reached on the second or third day and a decrease over the following 2 or 3 weeks.
The animal will continue to incorporate tritiated organic matter via grass ingestion for the entire time of the pasture cycle (2–3 months), and also water and tritiated organic matter from the soil. This last pathway has a decay period of some weeks, so an equilibrium between soil, grass and animal will eventually be reached and the concentration of the milk water will be the concentration of the intake water.

Nowadays, animals do not often graze, but rather are fed grass that is grown remotely in industrial farming areas and shipped to the cattle. Animals are then protected against immediate contamination. The choice of uncontaminated grass is then an easy way to reduce contamination.

Here again, it is useful to consider separately tritiated water and tritiated organic molecules ingested by the animals. For dosimetric purposes, it is possible to assess the integrated activity of milk and meat from the global intake by the animals, using the transfer factors presented for normal conditions [8]. Nevertheless, this approach does not address the instantaneous activity of milk and meat, and is useful only if no countermeasures are applied.

The proposed model explicitly takes into account transfers from HTO in the diet to HTO and OBT in the product, and from OBT in the diet to HTO and OBT in the product. It is expressed in terms of transfer coefficients; the equilibrium activity concentrations of HTO and OBT in fresh weight animal products are given by:

\[
CI_{afw}^{HTO} = F_{HH}^{HTO} \cdot II^{HTO} + F_{OH}^{HTO} \cdot II^{OBT} 
\]

\[
CI_{afw}^{OBT} = F_{HO}^{HTO} \cdot II^{HTO} + F_{OO}^{OBT} \cdot II^{OBT} 
\]

where:

- \( CI \) is the integrated concentration in the product (Bq d kg\(^{-1}\));
- \( F_{HH} \) is the transfer coefficient from HTO in diet to HTO in animal product (d kg\(^{-1}\) FW);
- \( F_{HO} \) is the transfer coefficient from HTO in diet to OBT in animal product (d kg\(^{-1}\) FW);
- \( F_{OH} \) is the transfer coefficient from OBT in diet to HTO in animal product (d kg\(^{-1}\) FW);
- \( F_{OO} \) is the transfer coefficient from OBT in diet to OBT in animal product (d kg\(^{-1}\) FW);
- \( II^{HTO} \) is the total animal intake of HTO (Bq); and
- \( II^{OBT} \) is the total animal intake of OBT (Bq).

The dose to man following ingestion of animal products is given by

\[
H_{man} = \left( CI_{afw}^{HTO} \cdot DF_{HTO} + CI_{afw}^{OBT} \cdot DF_{OBT} \right) I_{man} 
\]

where:

- \( I_{man} \) is the daily intake of milk or meat by man; and
- \( H_{man} \) is the corresponding effective Dose.

In practice, as was seen in an intercomparison exercise undertaken by the Tritium and C-14 Working Group (herein referred to as the EMRAS I WG2) of the EMRAS I programme, milk and meat are not the major exposure pathways in case of an accident and do not need countermeasures for a release of up to 10 g of HTO [4]. One reason is probably that tritium concentrations in the animals are diluted by the large quantities of uncontaminated water that they drink; another is that the biological turnovers in the animals are relatively speedy.
2.11. CONCLUSIONS

Figure 2 illustrates the evolution of tritium activity in vegetables per square meter versus time following an accidental HTO release to the atmosphere, considering the two pathways (air and soil) and the two chemical forms (tritiated water and tritiated organic molecules). We can see that different mechanisms occur at different times, HTO contributing a big part of the dose in the short term and OBT at longer times. This effect is reinforced by the consumption of foods such as potatoes and grains, which are eaten for many months after harvest.

Figures 3 and 4 present some results of the EMRAS I WG2 intercomparison exercise for the dose 1 km downwind of a release of 10g of tritiated water [4]. All the different pathways contribute to the total dose, and are differently estimated by the different models and/or modellers. It is also interesting to note that the soil pathway seems to be as important as the air pathway.

The incorporation rate of H in organic material is the single most important parameter in determining dose following an accidental release of tritium to the atmosphere.

![FIG. 2. Evolution of activities by different pathways.](image-url)
FIG. 3. Dose details by pathway (normalized air concentration) for a release on a sunny day.

FIG. 4. Dose details by pathway and by the chemical nature of tritium.
3. INTERACTION MATRICES AND ASSOCIATED PROCESSES FOR TERRESTRIAL PATHWAYS OF TRITIUM TRANSFER

3.1. OVERVIEW

This section presents a preliminary analysis of the important features, events and processes (FEPs) that are relevant in modeling the behaviour of terrestrial agricultural systems in response to accidental releases and time-varying environmental conditions. Accidental release involves an emission lasting from a few minutes to less than 2 days. It is characterized by less than 1 g of tritium released at ground level (or less than 10 g of tritium released at stack level). The focus of the analysis is an aqueous and gaseous release of tritium into agricultural systems under various climates and agricultural practices.

FEPs are terms used to define the relevant scenarios, whereby:

— Features include the components of the site, such as soil and water bodies;
— Events include incidents that may occur on the system, such as climatic changes, agriculture practice, etc;
— Processes include those things that are ongoing, for example irrigation of agricultural land, percolation, etc.

For completeness, all participants were involved in this analysis in order to get a recognised generic list that takes into consideration all the potentially relevant FEPs of the system. It was necessary to audit the list so that modellers can more transparently explain their conceptual models for tritium. Indeed, they can compare and review which FEPs are considered in their model, and why, if applicable, certain FEPs have been disregarded.

Interaction matrices (IMs) have been developed from this analysis, forming the basis for conceptual models for the assessment of terrestrial pathways of tritium transfer.

3.2. METHODOLOGY

The methodology used for our analysis was already defined in several projects such as the BIOspheric Model Validation Study (BIOMOVS II) [9, 10] and BIOPROTA [11]; the following steps are used to carry out the FEP audit and the subsequent conceptual model development:

1. Refine the FEP list from the generic list, by screening those that are relevant to the specific question that the model is supposed to address;
2. Choose a set of key conceptual model objects (CMOs), which make up the leading diagonal elements of the IM;
3. Go through all the off-diagonal elements (ODEs) to identify processes that affect transfer of tritium among those CMOs. This can be done in two steps:
   (a) Consider each leading diagonal element in turn and how tritium might be transferred to other leading diagonal elements;
   (b) Check that all the FEPs in the refined list are somewhere in the IM, or explain why the FEP is not included in the IM.
4. This process may identify redundant leading diagonal elements or the need to create new leading diagonal elements, such that step 3 may need to be repeated.
By doing so, we get a conceptual model: a non-quantitative description of components in the environment and the processes of tritium transfer between them.

The mathematical model development and the search for data to support parameter value choice then follows on from this FEPs analysis and conceptual model development. Where data gaps are highlighted, this may signal the need to go back and simplify the processes being modelled, or the need to instigate a research program.

3.3. INTERACTION MATRICES OF TERRESTRIAL PATHWAYS OF TRITIUM TRANSFER

3.3.1. Assessment context

The site context is any agricultural ecosystem. Differences between temperate or tropical ecosystems should be noted. The source could be in groundwater or in the atmosphere (in gaseous form). the current context assumes acute releases of tritium, which may occur in the form of HTO or HT.

3.3.2. Biosphere system features

Agricultural environments include living components (e.g. animals, plant materials) and non-living components (soil water, soil and canopy atmosphere). Climate impact is assessed for temperate and other climatic zones.

3.3.3. Conceptual model objects

The conceptual model objects (CMOs) that were identified and located in the IMs are described in Table 2.

It is considered that soil could be broken down into two layers: an upper layer (UL), which is subject to ploughing, and a lower layer (LL), which is not normally disturbed by human activity. Relevant soil features are similar for both layers.

Soil macrobiota, soil organic matter and mycorrhizae are not considered for inclusion as a CMO in the context of accidental release. We assume they all play a negligible role in our current acute release scenario. Soil microbes are not considered explicitly either, although they are responsible for the process of HT oxidation to HTO in the soil, in the case of an HT atmospheric release. Rather than including soil microbes as an explicit CMO, their presence is implicit in the inclusion of the process “Oxidation (HT to HTO)” in the soil layer interaction matrix (Table 3).

Tritium is readily incorporated in the form of tissue water (HTO) in biological organisms. This fraction is particularly important in plants, whose water content is 80–95% of fresh weight, depending on species and stage of development considered. In the model, the plant compartment is represented by a water compartment (including HTO) and a dry matter (including organic $^{3}H$) compartment in both belowground and aboveground plant material (Table 3). A distinction should be made between the foliar system and edible plant organs, which are intended for human or animal consumption (leaves, grains, fruit, root or tuber).
3.3.4. Tritium interaction matrices

The interaction matrix that has been developed for a water source or a gas source scenario is given in Table 3. The two soil layers are considered further in Table 4, including how they interact with each other; the yellow boxes indicate the lower soil layer (LL) and the grey boxes indicate the upper soil layer (UL). The interaction matrix for animals is given in Table 5. Metabolic processes in animals are also described by considering the two compartments, water and dry matter, of the animal (Table 5). A general tritium interaction matrix for the terrestrial environment is given in Table 6.

3.4. DESCRIPTIONS OF EVENTS AND PROCESSES

In this section, descriptions of the events and processes within the interaction matrices are given, as well as how they relate to tritium behaviour in the biosphere.

3.4.1. Aerenchyma

Aerenchyma are inter-connected gas-filled pathways found in some plants, e.g. rice, which grows on water logged soils. They are a potential route of transport for water vapour from soil atmosphere to plant tissues.

3.4.2. Bioturbation

One of the agents of organic weathering, bioturbation is the disturbance of the soil or sediment by living organisms. It may include displacing soil by plant roots, digging by burrowing animals (such as ants or rodents), pushing sediment aside (such as in animal tracks), or eating and excreting sediment, as earthworms do. Bioturbation aids the penetration of air and water and loosens sediment to promote winnowing or washing (transportation).
<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SOURCE (Gas)</td>
<td>Wet deposition&lt;br&gt;Sprinkler irrigation&lt;br&gt;Interception by soil</td>
<td>Advection/diffusion</td>
<td></td>
<td></td>
<td>Wet input&lt;br&gt;Interception by plant</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>SOURCE (Water)</td>
<td>Irrigation (Infiltration)&lt;br&gt;Upwelling&lt;br&gt;Capillary rise</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Interception of irrigation water</td>
</tr>
<tr>
<td>3</td>
<td>Percolation</td>
<td>SOIL WATER</td>
<td>Diffusive exchange</td>
<td>Evaporation</td>
<td>Root uptake</td>
<td></td>
<td>Percolation to groundwater&lt;br&gt;Surface run-off</td>
</tr>
<tr>
<td>4</td>
<td>Gas sorption&lt;br&gt;Diffusive exchange</td>
<td>SOIL ATMOSPHERE</td>
<td>Diffusion</td>
<td>Root uptake</td>
<td></td>
<td></td>
<td>Aerenchyma</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>CANOPY ATMOSPHERE</td>
<td>Foliar/Uptake (HTO)&lt;br&gt;Gross photosynthesis (GPT)&lt;br&gt;Oxidation (HTOH2O) (if HT gasous release)</td>
<td></td>
<td></td>
<td>Free air</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>Root respiration</td>
<td>BELOWGROUND PLANT MATERIAL&lt;br&gt;Translocation (assuming root uptake)</td>
<td></td>
<td>Cropping loss</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td>Transpiration&lt;br&gt;Foliar respiration</td>
<td>Translocation</td>
<td>ABOVEGROUND PLANT MATERIAL</td>
<td></td>
<td>Cropping loss&lt;br&gt;Weathering</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td>Oxidation (HTOH2O)&lt;br&gt;(if HT gasous release)</td>
<td></td>
<td></td>
<td></td>
<td>SINK</td>
</tr>
</tbody>
</table>
**TABLE 4. SOIL LAYER INTERACTION MATRIX (WATER SOURCE)**

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SOURCE (gas)</td>
<td></td>
<td></td>
<td></td>
<td>Wet deposition</td>
<td>Advection/diffusion</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Sprinkler irrigation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Interception by soil</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>SOURCE (Water)</td>
<td></td>
<td>Upwelling</td>
<td></td>
<td>Infiltration (Irrigation)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Percolation</td>
<td>SOIL WATER</td>
<td>Diffusive exchange</td>
<td></td>
<td>Capillary rise (HTO)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>Gas sorption</td>
<td>SOIL ATMOSPHERE</td>
<td></td>
<td>Diffusion/advection</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Evaporation</td>
<td>Percolation</td>
<td>SOIL WATER</td>
<td></td>
<td>Diffusive exchange</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>Diffusion</td>
<td>Gas sorption</td>
<td>SOIL ATMOSPHERE</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Yellow boxes indicate the lower soil layer (LL) and grey boxes indicate the upper soil layer (UL).
TABLE 5. TRITIUM INTERACTION MATRIX FOR ANIMALS

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ATMOSPHERE</td>
<td></td>
<td></td>
<td></td>
<td>Inhalation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>SOIL</td>
<td></td>
<td></td>
<td>Ingestion</td>
<td>Ingestion</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td>PLANT MATERIAL</td>
<td></td>
<td>Ingestion</td>
<td>Ingestion</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>Excretion</td>
<td>Death and</td>
<td>Translocation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>decomposition</td>
<td>H metabolism</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Exhalation</td>
<td>Inhalation</td>
<td></td>
<td>WATER</td>
<td></td>
<td>Excretion</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>DRY MATTER</td>
<td>Excretion</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SINK</td>
</tr>
</tbody>
</table>

Animals are described by considering two compartments: water (HTO) and dry matter (OBT).
### TABLE 6. A GENERAL TRITIUM INTERACTION MATRIX FOR THE TERRESTRIAL ENVIRONMENT

<table>
<thead>
<tr>
<th>ATMOSPHERE</th>
<th>Deposition</th>
<th>Deposition and interception</th>
<th>Gross photosynthesis</th>
<th>Insolation</th>
<th>Dry deposition</th>
<th>Precipitation interception</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaporation</td>
<td>Root uptake</td>
<td>Root uptake</td>
<td>Transpiration</td>
<td>Evaporation</td>
<td>Root uptake</td>
<td>Transpiration</td>
</tr>
<tr>
<td>Precipitation</td>
<td>Infiltration</td>
<td>Infiltration</td>
<td>Infiltration</td>
<td>Infiltration</td>
<td>Infiltration</td>
<td>Infiltration</td>
</tr>
<tr>
<td>Respiration</td>
<td>Root uptake</td>
<td>Root uptake</td>
<td>Transpiration</td>
<td>Evaporation</td>
<td>Root uptake</td>
<td>Transpiration</td>
</tr>
</tbody>
</table>

Processes in bold are of potential importance for tritium.
3.4.3. Capillary rise

Capillary rise is the upward movement of water through soil layers above the water table. This process arises as a result of capillary forces relating to evaporation and transpiration. Capillary rise is important in the overall water and nutrient dynamics in soil–crop systems and is a potential transport route of HTO from groundwater to the soil rooting zone.

3.4.4. Cropping loss (plants – animals)

Potentially, cropping provides an important removal process, at least for plants with rapid root uptake. Some models may conservatively ignore this process based on the assumption that radionuclides taken up into crops would eventually be returned to the same soil through a variety of processes (including plant senescence and degradation or animal excretion).

3.4.5. Death and decomposition

The death of animals or plants (e.g. plant roots) leads to the release of radionuclides to the immediate environment during decomposition. During plant senescence and decomposition, changes in the location and chemical form of tritium may occur (e.g. transfer from above ground to below ground storage organs during senescence or incorporation within detritivorous animals or decomposing micro-organisms).

3.4.6. Deposition (wet and dry)

HTO atmospheric deposition on vegetation and deposition on soil are determined similarly in the models, using a deposition velocity, an exchange coefficient (see diffusive exchange) or a net deposition modelled by constant transfer coefficients.

Deposition velocities for dry deposition are the following:

— HT dry deposition velocity to the soil surface is about $4 \times 10^{-5} - 4 \times 10^{-3}$ m s$^{-1}$;
— HTO dry deposition velocity to the soil surface is about $10^{-3} - 10^{-2}$ m s$^{-1}$.

The deposition velocities follow Fick’s law and depend on soil composition, soil humidity, land cover, etc.

In the case of wet deposition during rain, we must emphasize that:

— HT solubility is very weak. Deposition is negligible
— HTO solubility is important. HTO is exchanged with H$_2$O in rain drops.

To estimate HTO wet deposition, the specific activity of rain water must be calculated using a washout rate or a washout coefficient.

3.4.7. Diffusion or diffusive exchange

Diffusion is a physical process whereby material moves under the influence of a concentration gradient, resulting in a net flux from high to low concentration regions.

Water-air diffusive exchange can be a significant environmental transport pathway, notably in the soil-solution to soil-atmosphere phase.
Diffusive exchange may also include an exchange process between the net tritium in water from the soil surface and atmospheric water vapor. This exchange involves transport of tritiated water vapor to the surface and an exchange between tritiated water and light water [12–15], and implicitly takes into account the evaporation process [12]. The exchange rate is used in place of a deposition rate to estimate the contribution to ground contamination by dry deposition [12].

The mean value for the exchange velocity is 0.015 m s$^{-1}$ [14].

Strictly speaking, this parameter depends on day-night variations (with higher values during the day than at night) and on the type of vegetation (which may provide additional resistance to the transfer of water vapor). It gradually decreases when exposure is prolonged [14, 15].

3.4.8. Discharge from below (upwelling)

In assessing the discharge of HTO in groundwater from below, the chemical processes associated with changes in redox conditions should be considered as groundwater migrates from sub-soil to surface soil.

3.4.9. Erosion

Erosion is the process of transporting solids (sediment, soil, rock and other particles) in the natural environment and depositing them elsewhere. Erosion is not a tritium specific issue. It should be included in models if the site context suggests that wind or surface run-off occurs. Erosion is distinguished from weathering, which is the process of chemical or physical breakdown of the minerals in the rocks, although the two processes may occur concurrently.

In general, given similar vegetation and ecosystems, areas with high-intensity precipitation, more frequent rainfall, more wind, or more storms are expected to have more erosion. Sediment with high sand or silt contents and areas with steep slopes erode more easily, as do areas with highly fractured or weathered rock. The porosity and permeability of the sediment or rock affect the speed with which water can percolate into the ground. If the water moves underground, less runoff is generated, reducing the amount of surface erosion. Sediments containing more clay tend to erode less than those with sand or silt.

3.4.10. Evaporation

Evaporation is the transfer of water from the ground directly to the atmosphere, including the transfer of tritium in the form of HTO. In some models, evaporation is treated in the equation describing deposition. When it is treated in a separate module, models include either constant transfer coefficients or a rate of reemission (i.e. the ratio of the amount of HTO re-emitted over time to the total quantity of HTO deposited, generally expressed in % per unit of time). Other models that rely on complex calculations of energy balances to estimate the flux of tritiated water vapour from soil require the determination of a large number of micro-meteorological parameters, including field measurements difficult to achieve.

3.4.11. Excretion

Excretion represents the process by which waste products of metabolism and other non-useful materials are eliminated from an organism. Models simulating tritium behavior in animals may differ in the value of the elimination rate of tritium from the animal.
3.4.12. Exhalation (or expiration)

Exhalation represents the loss of tritium from the animal gaseous phase to the external environment during breathing. Exhalation has a complementary relationship to inhalation; the cycling between these two processes defines respiration.

3.4.13. Foliar uptake

Foliar uptake is an important pathway to consider for atmospheric tritiated water uptake in the soil-plant system through leaf absorption. Tritium as tritiated hydrogen (HT) is not absorbed by vegetation because of its very low solubility in water.

The absorption of atmospheric tritiated water by leaves is based on the diffusion of vapour through the stomata. This diffusive process is controlled by weather conditions (temperature, humidity, light) and physiological characteristics of the plant (size and density of stomates, hormonal factors).

Stomatal resistance plays an important role as the plant is subjected to conditions of darkness or drought, leading to closure of the ostiole. Because of the different degrees of stomatal closure, an acute presence of $^3$H in the plume when the latter passes above the plant during the day is likely to have a different radioecological impact on plants than if the plume passed during the night with the same $^3$H concentration. Consequently, the determination of stomatal resistance is essential to estimate the incorporation of atmospheric HTO by leaves in response to an intermittent presence of the contaminated plume.

3.4.14. Gas sorption

Tritium in soil gas may dissolve in soil water.

3.4.15. Gross photosynthesis and growth

A fraction of tritium is incorporated into plant organic matter (OBT) through the process of photosynthesis following transport across the stomata. Absorption of HTO in irrigation water reaching plant leaves and subsequent incorporation into plant material by photosynthesis cannot be precluded.

Net photosynthesis results implicitly in the balance between synthesis of biomass (photosynthesis or gross primary production) and degradation of biomass (foliar respiration).

In models, the processes of formation and elimination of organic tritium in plants are described using transfer coefficients (constant or variable with environmental conditions) or by the use of plant growth curves. However, values of the parameters necessary for accurate prediction of transfers are rare, particularly for acute releases. The highly variable behaviour of tritium as a function of exposure duration, environmental parameters (humidity, plant water status, day / night timing of the release) means that a given experiment yields only parameter values specific to the conditions under which the experiment took place. Generalization to other conditions is difficult.

3.4.16. H metabolism

Hydrogen metabolism is the process whereby the organic hydrogen of food is metabolized within living organisms.
3.4.17. Infiltration

Infiltration is the process by which HTO present in contaminated rain or irrigation water enters soil. The infiltration rate of water in soil depends on several characteristics such as water supply (by rain or irrigation), type of vegetation covering the soil and soil depth. Its minimum value is given by the hydraulic conductivity of saturated soil.

The balance of infiltration, run-off and evaporation is determined by a number of factors including soil type, topography, climate and rate of input. For most controlled systems, run-off is likely to be negligible.

3.4.18. Ingestion

Ingestion is the incorporation of tritium into animals, micro-organisms or soil macro fauna as a result of food or water intake.

For tritium in animals, ingestion pathways may include ingestion of water and organic matter derived from plants in the field (pasture grass) and consumer products intended for animal feed (corn silage, hay, etc.). Another source of contamination may also be drinking water.

3.4.19. Inhalation

Inhalation is the incorporation of tritium water vapour as a result of breathing. See also Section 3.4.12.

In the case of atmospheric releases of short duration, most models consider the ingestion of food (mainly grass) and absorption by inhalation as the main routes of tritium incorporation in animals.

3.4.20. Interception

Interception by vegetation can be defined as the fraction of the wet deposit retained by plants covering the ground. Indeed, radionuclides dissolved in rain or in groundwater applied to plants via spray irrigation may be intercepted by plant aerial parts, thus preventing direct transport of water (and HTO) to the soil. Interception is a process that is accounted for in most current models. It is particularly important for direct contamination of crops such as green vegetables whose edible parts can directly intercept contamination. The interception efficiency depends more on the nature of the deposit, the plant species, the development stage and the biomass density of vegetation than on the radionuclide considered [16]. Chadwick and Chamberlain [17] and Chamberlain [18] described the relation between the interception fraction \( f \) and the vegetation biomass \( \chi_P \), in kg FW.m\(^{-2}\) by the following equation:

\[
f = 1 - \exp(-\mu \times \chi_P)
\]

where \( \mu \) (m\(^2\) kg\(^{-1}\)) is the interception coefficient.

HTO in intercepted water may bind to plant material leading to surface contamination or be taken up through the stomata and incorporated into organic plant material. Alternatively, intercepted water and HTO may subsequently be deposited in soil as a result of plant run-off.
3.4.21. Irrigation

Irrigation represents the use of abstracted water (containing HTO) to supplement natural water supplies to agricultural crops. Irrigation may involve the spraying of water directly onto plants or the application to soils (surface soil or flood irrigation).

3.4.22. Micro-organism metabolism and assimilation

Micro-organisms play an important role in the environmental fate of many elements, with a multiplicity of physico-chemical and biological mechanisms affecting changes in mobility and speciation. Physico-chemical mechanisms of removal include adsorption and ion exchange.

Microbial activity may be particularly important for the gas scenario, whereby $^3$H enters the soil in the form of HTO, HT or CH$_3$T. Tritiated hydrogen (HT) undergoes microbial oxidation when it enters the ground, and then behaves as tritiated water (HTO), being rapidly re-emitted to the atmosphere or transferred to deeper soil layers. We do not know about the fate of the CH$_3$T form and still less about any other organic forms. Some degree of assimilation of tritium into microbes may occur as a result of the CH$_3$T metabolic process.

Microbial activity is dependent on a number of factors including nutrient availability. Thus nutrient deficient soils may have a slower rate of microbi ally-induced speciation than nutrient-rich soils.

3.4.23. OBT formation

This process covers the formation of OBT from tritiated water present in the animal. This formation rate may have very different values in models. More generally, models may differ in their assumptions regarding the main mechanism for OBT formation: OBT intake or metabolic processes within the animal.

3.4.24. Oxidation (HT to HTO)

In all cases contamination of plants by tritium gas (HT) by direct oxidation of plant surfaces is very low and the processes are dominated by HT oxidation in soil (see Section 5.3). Due to the rapid oxidation of HT to HTO in soil, the mechanism of HT transfer from the environment to plants can be roughly associated with HT transfer from soil to plants.

3.4.25. Percolation

This is the process by which tritium in soil water moves downwards into deeper horizons. The losses by vertical migration may be described by using constant transfer coefficients or by classical equations of migration, or by a combination of both approaches.

3.4.26. Ploughing

This farming practice is used for initial cultivation of soil in preparation for sowing seed or planting. Its primary purpose is to turn over the upper layer of the soil, bringing fresh nutrients to the surface while burying weeds and the remains of previous crops, allowing them to break down. It also aerates the soil, and allows it to hold moisture better.
3.4.27. Precipitation

The rate of precipitation drives water flow from the soil surface to depth and acts to dilute HTO in groundwater. Precipitation of water may inhibit release of HTO in the gas phase.

3.4.28. Resuspension

This process represents the renewed suspension of insoluble particles after they have been precipitated.

3.4.29. Root uptake

Water absorption by roots of plants involves the transfer of tritium from the soil. Tritiated water generally follows the same biological pathways as water within plants. Tritiated water in the soil is absorbed and transported in the xylem by a movement of "mass flux" due to an energy gradient associated with the evaporation of water from the leaves. This route of exposure to tritium is highly dependent on the concentration and distribution of tritiated water in soil and soil characteristics (structure, texture, water content and so on). The transfer is also likely to be modulated by the plant species considered, its stage of development and the condition of its root system. In models, root uptake of HTO is generally assumed to be equal to foliar transpiration, taken into account by exchange rates determined from differences in humidity, or described using constant transfer coefficients. The root uptake of OBT is negligible because of the small pool of soil organic tritium. In general, in cultivated soils characterized by low humus content (1–5%), organically bound tritium is mostly negligible. However, in soils containing high humus content (organic matter content above 10%), the degradation of organic molecules may be a secondary source of tritium for plants, which remains however low. All available data indicate that soil is not a compartment where organic tritium accumulates, unlike what is observed for most other radionuclides. Photosynthesis is assumed to be the main process responsible for the incorporation of OBT in plants following sprinkler irrigation using contaminated water.

3.4.30. Root respiration

Respiration in root tissues may lead to the release of tritium in the form of HTO into the soil atmosphere.

3.4.31. Surface run-off

Surface runoff is the water flow that occurs when soil is infiltrated to full capacity and excess water from rain, melt water, or other sources flows over the land. This is a major component of the hydrologic cycle. It more commonly occurs in arid and semi-arid regions, in paved areas, or where rainfall intensities are high and the soil infiltration capacity is reduced because of surface sealing. Surface runoff causes erosion of the soil surface.

3.4.32. Translocation

In plants, translocation involves the transfer of tritium in the form of HTO from one part of a plant to another. It is a process taken into account in most current models.

In animals, translocation stands for the allocation of radioactive contamination in the water or dry matter pools of the different organs, once ingested by the animal.
3.4.33. Transpiration

Transpiration is a process similar to evaporation and occurs through stomata. It is the loss of water vapor from parts of plants, especially from leaves but also from stems, flowers and roots. The rate of transpiration is directly related to the degree of stomatal opening, and to the evaporative demand of the atmosphere surrounding the leaf. The amount of water lost by a plant depends on its size, along with surrounding light intensity, temperature, humidity and wind speed (all of which influence evaporative demand). Soil water supply and soil temperature can influence stomatal opening, and thus transpiration rate.

Conservative values of the average flow transpired by plants range from around $2 \times 10^{-8}$ to $3 \times 10^{-8}$ m$^3$ m$^{-2}$ s$^{-1}$ [19].

3.4.34. Weathering

Weathering is the breaking down of rocks, soils and minerals through direct contact with the atmosphere. Weathering occurs in situ, or “with no movement”, and thus should not be confused with erosion, which involves the movement of rocks and minerals by agents such as water, ice, wind, and gravity. Weathering involves the loss of tritium from the system. It can involve loss of superficial tritium from leaf surfaces or physical loss of tritium associated with surface soils as a result of atmospheric processes.

3.5. CONCLUSIONS AND WAY FORWARD

The interaction matrices presented here provide a list of FEPs against which models can be audited. They help to support information used in the wider case, and provide the modeller with an opportunity to clearly demonstrate which processes have been included in each model, and how, as well as justification for the exclusion of any processes from the model. Interaction matrices also provide a basis for comparison between models. FEPs have been applied here on the basis of our own understanding and modelling approaches.
4. WASHOUT OF ATMOSHERIC TRITIUM

4.1. OVERVIEW

Washout of HTO by precipitation is the principal process resulting in wet deposition. During precipitation, HTO that exists in the atmosphere dissolves into falling raindrops and is removed from the atmosphere. It can also be scavenged by all other atmospheric hydrometeors such as cloud and fog drops, and snow. HTO is consequently deposited to the ground. For wet removal, three steps are necessary. HTO must first be brought into the presence of condensed water. Then, HTO must be scavenged by the hydrometeors, and finally it needs to be delivered to the ground. Figure 5 shows the conceptual framework of wet deposition processes for aerosols and gases [20]. Washout is a reversible process. Once HTO is scavenged, raindrops can evaporate before reaching the ground.

Rainout refers to in-cloud scavenging by cloud droplets or ice crystals. Washout refers to below-cloud scavenging by precipitation. The traditional goal of HTO washout studies is to determine the washout ratio:

\[
W_r = \frac{C_f}{C_g (1)}
\]  

(14)

and the washout coefficient (rate):

\[
\Lambda = W_c = \frac{J}{HTO} \text{, (s}^{-1}\text{)}
\]  

(15)

where:

- \( HT0 \) is the amount of HTO in an air column with unit cross-sectional area (g cm\(^2\));
- \( J \) is the flux of liquid HTO at the ground surface (g cm\(^2\) s\(^{-1}\));
- \( C_f \) is the mass concentration of liquid HTO in the falling rain water (g cm\(^3\)); and
- \( C_g \) is the concentration of vapour phase HTO in the drop's environment (g cm\(^3\)) at 1 m reference height.

Rain concentrations are proportional to the vertical integral of tritium air concentration. In the case of gas scavenging, the factor of proportionality \( \Lambda(x) \), otherwise called the washout coefficient or washout rate, is not constant throughout the plume as in the case of aerosols, but depends on the shape of the vertical tritium concentration profile, and hence on the distance from the source.

4.2. CALCULATION OF WASHOUT RATE

Washout rate (\( \Lambda \)) is usually defined by the Engelmann equation [21]:

\[
F_{hto} = \Lambda \int C(z) dz
\]  

(16)

where:

- \( \Lambda \) is the washout rate (s);
- \( F_{hto} \) is the HTO deposition rate (Bq m\(^{-2}\) s\(^{-1}\));
- \( C \) is the HTO concentration in air (Bq m\(^3\)); and
- \( z \) is the height above the ground (m).
The tritium deposition rate can be expressed as:

$$F_{\text{hito}} = C_p \times I_p$$  \hspace{1cm} (17)

where:

- $I_p$ is the depth of falling precipitation collected over time (m s$^{-1}$); and
- $C_p$ is the tritium concentration in precipitation (Bq m$^{-3}$).

$\int C(z)dz$ can be expressed by using a vertical tritium profile assumed to be Gaussian. In this case, the integral can be written as:

$$\int C(z)dz = \left( \frac{\pi}{2} \right)^{0.5} C_a \sigma_z e^{-\left( \frac{H_{\text{eff}}^2}{2\sigma_z^2} \right)}$$  \hspace{1cm} (18)

where:

- $C_a$ is the ground level tritium air concentration (Bq m$^{-3}$) at downwind distance $x$ (m);
- $\sigma_z$ is the vertical dispersion parameter; and
- $H_{\text{eff}}$ is the effective release height (L).

The integral can also be expressed as:

$$\int C(z)dz = \chi_0 \times H_{\text{eff}}$$  \hspace{1cm} (19)
where:

\( \chi_0 \) is the atmospheric tritium concentration at ground level (Bq m\(^{-3}\)).

The effective release height can be calculated using the dispersion equation [22]:

\[
H_{\text{eff}} = \sum_s \frac{1}{\sqrt{2\pi}} \frac{Q}{\sigma_{ys} U_s} \frac{1}{\chi_{0,\text{cal}}}
\]

(20)

where:

\( Q \) is the tritium release rate (Bq m\(^{-3}\));

\( \sigma_{ys} \) is the standard deviation of the tritium concentration distribution in the y direction (m);

\( U_s \) is the mean wind speed (m s\(^{-1}\)); and

\( \chi_{0,\text{cal}} \) is the mean concentration (Bq m\(^{-3}\)) calculated from the ground-level formula [23].

The subscript s refers to the atmospheric stability.

Therefore, washout can be expressed as:

\[
\Lambda = \frac{C_p \times I_p \times \chi(t = 0)}{\chi_0 \times H_{\text{eff}}}
\]

(21)

The washout rate can also be derived by field experiments measuring the depletion of the air concentration, \( \chi \) as function of time.

\[
\Lambda = \frac{1}{t} \ln \left( \frac{\chi(t = 0)}{\chi(t)} \right) = \frac{\text{removal rate per unit volume and time}}{\text{HTO concentration per unit volume}}
\]

(22)

where:

\( \Lambda \) is the washout rate (s);

\( t \) is the duration of rainfall or the sampling period (s); and

\( \chi \) is the HTO concentration in the atmosphere (Bq m\(^{-3}\)).

4.3. WASHOUT RATE FROM EXPERIMENTAL DATA

Washout rate has been calculated from experimental data by several authors, especially for rain but also for snow.

4.3.1. Washout by rain

In the state of Michigan (USA), tritium release from the Cook Nuclear Plant was studied by analyzing tritium vapour concentrations in samples of precipitation, air-conditioning condensate, surface water and well water. Tritium deposition by precipitation scavenging was determined from the tritium activity collected in rain water samples. Samples of atmospheric water vapor were also collected to determine the ground-level tritium concentration required for the washout coefficient [24]. Water vapour samples were collected far from the site to serve as a baseline for environmental tritium levels. The washout rate varied from \( 2.4 \times 10^{-5} - 1.5 \times 10^{-4} \) s\(^{-1}\), with a mean value of \( (9.2 \pm 8.4) \times 10^{-5} \) s\(^{-1}\) for 15 data points.
In Fukui Prefecture (Japan), the washout rate was computed from available data on tritium concentrations in water vapour and rainwater for the years 1986–1992 in the Tsuruga area [25]. Rain water was sampled and measured monthly. The rainfall intensity observed was 2 mm h\(^{-1}\). Samples of water vapour at ground level were collected continuously and analyzed monthly. The washout rate varied from \(1.3 \times 10^{-5} \text{ to } 1.6 \times 10^{-4} \text{ s}^{-1}\), with a mean value of \((7.3 \pm 4.1) \times 10^{-5} \text{ s}^{-1}\) for 29 data points.

In a different area of Japan, at Tokai village (Ibaraki Prefecture), the yearly average tritium deposition was calculated and compared [26] with observed data by using the following equation:

\[
D = A \frac{N}{2\pi x} \sum q_{int} \frac{\Lambda_i}{U_m}
\]  
(23)

with:

\[
\Lambda = a \delta^b
\]  
(24)

where:

- \(D\) is the tritium deposition (Bq m\(^{-2}\));
- \(A\) is the tritium activity emitted (Bq);
- \(N\) is the number of wind direction sectors;
- \(x\) is the distance from the emitter (m);
- \(q_{int}\) is the frequency of precipitation (where \(i\) is the wind direction sector and \(m\) is the wind speed level);
- \(t\) is precipitation intensity level;
- \(U_m\) is the wind speed (m s\(^{-1}\));
- \(\Lambda\) is the washout rate (s\(^{-1}\));
- \(a\) is a proportionality constant (m\(^{-1}\));
- \(\delta\) is the precipitation intensity (m s\(^{-1}\)); and
- \(b\) is the power exponent.

Comparison of observed and calculated tritium deposition implied a proportionality constant of \(8.2 \times 10^{-1} \text{ mm}^{-1}\); thus \(\Lambda = 2.3 \times 10^{-4} \text{ s}^{-1}\) for a rainfall of 1 mm h\(^{-1}\).

In the same way, rain water was collected and the tritium concentration determined at the Karlsruhe Nuclear Research Center (KfK) in 1982, 1983, and 1984 [27]. The proportionality constant used was \(9.4 \times 10^{-2} \text{ mm}^{-1}\), leading to \(\Lambda = 2.6 \times 10^{-5} \text{ s}^{-1}\) for a rainfall of 1 mm h\(^{-1}\).

Weekly concentrations of tritium in air and in rain water were measured in the vicinity of the Savannah River Plant (South Carolina, USA) [28]. Experimental data and calculation of the height of the radioactive cloud for the observed meteorological conditions (81 m) allowed washout to be calculated. The authors concluded that a washout rate of \(3.6 \times 10^{-4} \text{ s}^{-1}\) is a good estimate for a rainfall of 4 mm h\(^{-1}\).

More recently, around the Paks Nuclear Power Plant (Hungary), rainwater was collected and analyzed for tritium [29]. Based on emission and meteorological data, a reversible washout model [30] was used to calculate the tritium concentrations, which were then compared with measured values. Washout rate were calculated only for samples above background levels and varied from \(8.2 \times 10^{-6} \text{ to } 1.9 \times 10^{-4} \text{ s}^{-1}\), with a mean value of \(5.5 \times 10^{-5} \text{ s}^{-1}\).

In order to study the kinetics and mechanisms of HTO exchange between vapour and drops, experiments using a device for generating drops of specific size, a flight gap with known HTO concentration and a drop collector were performed [31]. In laboratory conditions, for a drop radius of 0.02 cm, the washout rate was \(1.4 \times 10^{-4} \text{ s}^{-1}\).
In order to study HTO washout by rain,[32] an experimental project (Project 654) was performed. Tritium was released through a stack 30 m high. Meteorological conditions such as wind speed, wind direction, air temperature and relative humidity were recorded at a weather station. During the experiments, rain characteristics such as rain intensity and drop size distribution were also recorded, together with the dependence of the fall rate of the drops on their diameter. The source parameters were measured and the volumetric activity of HT and HTO were known. The HTO activity was measured in the rainwater of 10 samplers that were installed downwind in a ±45° sector. The washout rate varied from $12.4 \times 10^{-5} - 18 \times 10^{-4}$ s$^{-1}$, with a mean value of $(14.5\pm2.1) \times 10^{-5}$ s$^{-1}$ for 4 data points.

4.3.2. Washout for snow

Based on data collected following an accidental release of HTO to the atmosphere from a reactor at Chalk River Laboratories in January 1991, the washout coefficient of HTO by falling snow was calculated [33]. Dispersion of the atmospheric plume was modelling using a simple Gaussian model in order to calculate the total amount of tritium deposited to the snow pack over the release period. This quantity was compared with the observed value to obtain a washout rate for snow of $(2.1\pm1.0) \times 10^{-5}$ s$^{-1}$. A literature review disclosed that washout rates for snow are scarce. A semi-empirical value of $2.6 \times 10^{-5}$ s$^{-1}$ has been reported for a snowfall rate of 1 mm.g$^{-1}$ [34].

The diffusion and persistence of HTO in the snow pack was also observed [35]. In conditions of cold weather and dry snow, the diffusion coefficient lies in the range of $1 - 2 \times 10^{-10}$ m$^2$ s$^{-1}$. This is an order of magnitude lower than diffusion in water, but an order of magnitude higher than self-diffusion in ice. In spring, when the snow melts, about 70% of the initial fallout remains.

4.3.3. HTO deposition by fog

To the best of our knowledge, there are no experimental results on HTO deposition in foggy conditions, but some general considerations can be made. The properties of radiation and coastal fog are given in Table 7 [36].

A preliminary assessment of deposition in foggy conditions has been reported [37] using data for chemical pollutants. Minimum and maximum deposition velocities were recommended as a function of fog flux (Table 8). Typical fog fluxes are given in Table 9.

For cultivated land, typical values of the fog flux are near 0.05 mm h$^{-1}$. The dependency of droplet HTO concentration on drop radius [38] (Figure 6) can be used to estimate HTO deposition.

Figure 6 shows that the concentration in fog droplets is very close to that in air moisture. Deposition by fog is 2–3 times larger than that for rain of the same intensity.

4.3.4. Synthesis

Figure 7 shows a compilation of washout values from the literature. These values are computed from experimental work or based on models that take account of field measurements. The washout rate varies from $1.3 \times 10^{-5} - 3.6 \times 10^{-4}$ s$^{-1}$, with a mean value of $(9.2\pm5.8) \times 10^{-5}$ s$^{-1}$ for 54 data points. Much of the variation can be attributed to different tritium release characteristics and meteorological conditions.

In Table 10 some washout rates for different rainfall rates and different distances from the release source are given.
### TABLE 7. CHARACTERISTICS OF COASTAL-ADVECTION AND RADIATION FOG [36]

<table>
<thead>
<tr>
<th>Fog parameters at ground level</th>
<th>Radiation (inland) fog</th>
<th>Advection (coastal) fog</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average drop diameter</td>
<td>10 µm</td>
<td>20 µm</td>
</tr>
<tr>
<td>Typical drop size range</td>
<td>5–35 µm</td>
<td>7–65 µm</td>
</tr>
<tr>
<td>Liquid water content</td>
<td>110 mg m⁻³</td>
<td>170 mg m⁻³</td>
</tr>
<tr>
<td>Droplet concentration</td>
<td>200 cm⁻³</td>
<td>40 cm⁻³</td>
</tr>
<tr>
<td>Vertical depth of fog:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Typical</td>
<td>100 m</td>
<td>200 m</td>
</tr>
<tr>
<td>Severe</td>
<td>300 m</td>
<td>600 m</td>
</tr>
<tr>
<td>Horizontal visibility</td>
<td>100 m</td>
<td>300 m</td>
</tr>
</tbody>
</table>

**Nuclei:**

<table>
<thead>
<tr>
<th>Size</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.08–0.8 µm</td>
<td>Combustion products</td>
</tr>
<tr>
<td>0.5 µm and greater</td>
<td>Chlorides and nitrates</td>
</tr>
</tbody>
</table>

### TABLE 8. DEPOSITION VELOCITY FOR FOG

<table>
<thead>
<tr>
<th>Fog flux (mm h⁻¹)</th>
<th>V_d (low) (cm s⁻¹)</th>
<th>V_d (high) (cm s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>0.05</td>
<td>3</td>
<td>14</td>
</tr>
<tr>
<td>0.10</td>
<td>7</td>
<td>28</td>
</tr>
<tr>
<td>0.50</td>
<td>35</td>
<td>140</td>
</tr>
<tr>
<td>1.00</td>
<td>70</td>
<td>280</td>
</tr>
<tr>
<td>2.00</td>
<td>140</td>
<td>560</td>
</tr>
</tbody>
</table>

### TABLE 9. FOG FLUX ON TYPICAL SURFACES

<table>
<thead>
<tr>
<th>Flux</th>
<th>Soil</th>
<th>Snow</th>
<th>Water</th>
<th>Grass</th>
<th>Closed forest</th>
<th>Forest edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>F_{low} (mm h⁻¹)</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>F_{high} (mm h⁻¹)</td>
<td>0.05</td>
<td>0.05</td>
<td>0.1</td>
<td>0.1</td>
<td>0.5</td>
<td>2.0</td>
</tr>
</tbody>
</table>

### TABLE 10. WASHOUT RATES FOR DIFFERENT DISTANCES FROM THE RELEASE POINT FOR A RAINFALL RATE OF 0.6 MM H⁻¹

<table>
<thead>
<tr>
<th>Distance from release (m)</th>
<th>Λ (s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>2.60 × 10⁻⁵</td>
</tr>
<tr>
<td>800</td>
<td>1.86 × 10⁻⁵</td>
</tr>
</tbody>
</table>

### TABLE 11. PROPOSED WASHOUT RATES ACCORDING TO THE TYPE OF PRECIPITATION IN SIMPLE AND ROBUST HTO MODELS

<table>
<thead>
<tr>
<th>Precipitation</th>
<th>Intensity (mm h⁻¹)</th>
<th>Washout (s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drizzle-fog</td>
<td>all</td>
<td>no data</td>
</tr>
<tr>
<td>Light rain</td>
<td>≤ 2.5 mm h⁻¹</td>
<td>&lt;2.5 × 10⁻⁴</td>
</tr>
<tr>
<td>Moderate rain</td>
<td>2.6–7.6 mm h⁻¹</td>
<td>3.6 × 10⁻⁴</td>
</tr>
<tr>
<td>Heavy rain</td>
<td>&gt; 7.6 mm h⁻¹</td>
<td>1.0 × 10⁻³</td>
</tr>
<tr>
<td>Snow</td>
<td>all</td>
<td>2.2 × 10⁻⁶</td>
</tr>
</tbody>
</table>
FIG. 6. Dependence of the HTO concentration in the drop (divided by the moisture condensed from the atmosphere at a height of 1 m from the surface) on the drop diameter.

FIG. 7. Bibliography review of washout rate based on experimental data.
In addition to rain and snow, some types of liquid (sleet), solid (hail) or mixed precipitation can lead to wet deposition. Several precipitation classifications exist, but considering that existing experimental values are scarce, the simplest classification is proposed. According to the American Meteorology Society, precipitation may be classified as follows:

---

- **Drizzle-fog**: drops are generally less than 0.5 mm in diameter, and are very numerous;
- **Light rain**: the rate of fall varies between a trace and 2.5 mm h\(^{-1}\), with the maximum rate of fall being no more than 0.25 mm in 6 minutes;
- **Moderate rain**: the rate of fall varies from 2.6 to 7.6 mm h\(^{-1}\), with the maximum rate of fall being no more than 0.76 cm in 6 minutes;
- **Heavy rain**: over 7.6 mm h\(^{-1}\) or more than 0.76 mm in 6 minutes;
- **Snow**: precipitation in the form of crystalline water ice of all sizes.

According to the experimental data, Table 11 gives an average value of the washout rate for each of these precipitation types.

### 4.4. DETAILED HTO MODELS

#### 4.4.1. Generalized calculation of washout rate

Washout rate as a function of rainfall intensity is calculated using Eq. (24) by several authors (Figure 8). For a rainfall rate of 1 mm.h\(^{-1}\), the washout rates given by Eq. (24) vary from \(2.6 \times 10^{-5} - 2.27 \times 10^{-4}\) s\(^{-1}\), which is in good agreement with the washout rate calculated from experimental data. The recommended values in 2002 were \(a=6.10^5\) and \(b=0.73\) [39].

#### 4.4.2. Modelling of the HTO concentration in rain water

Several models are used to compute the wet deposition of tritium. The simplest model is based on a simple equation, \(C_{\text{rain}} = \alpha C_o\). A sophisticated model, i.e. an Eulerian Stationary model, was developed by Atanassov and Galeriu [40].

Comparison between the simplest model results with the experimental data showed that the value \(\alpha=0.4\) provides the best description of the averaged experimental data. At the same time, the value of \(\alpha\) varies with wind speed; for speeds of 3 m s\(^{-1}\), \(\alpha = 0.35\), whereas for speeds of 6 m s\(^{-1}\), \(\alpha = 0.45\) [41].

#### 4.4.2.1. Hales model

In order to calculate wet removal of pollutants from Gaussian plumes, basic linear equations and computational approaches were proposed by Hales [42]. The approach takes the form of a set of analytical equations that correspond to five kinds of Gaussian plume formulations: standard bivariate-normal point-source plumes, line-source plumes, unrestricted instantaneous puffs, and point-source plumes and puffs that experience reflection from inversion layers aloft. These equations represent the concentration of scavenged pollutants in falling raindrops and are similar in complexity to their associated gas-phase plume equations. They are strictly linear, thus allowing superposition of wet-deposition contributions by multiple plumes. Numerical solution and analytical approximation are given but up to now there is no direct application for tritium (HTO). The equation for gaseous pollutant scavenging from point-source plumes is based on the concept of the gas scavenging model developed by Chamberlain and Eggleton [22]:

\[\]
\[
\frac{dc(a,z)}{dz} = \frac{3K_y(a)}{v_z(a)a} \left[ \frac{Y_{AB}}{V_z} - H' c(a,z) \right]
\]  

(25)

where:

- \(C\) is the pollutant concentration with respect to height in a raindrop falling through a plume (Bq m\(^{-3}\));
- \(a\) is the raindrop’s radius (m);
- \(H'\) is a solubility parameter (m\(^{-3}\) mol\(^{-1}\));
- \(Y_{AB}\) is the mixing ratio of the pollutant in air (mol\(_{\text{pollutant}}\) mol\(_{\text{air}}\)\(^{-1}\));
- \(V_z\) is the raindrop’s vertical velocity (m s\(^{-1}\)); and
- \(k_y\) is an overall mass-transfer coefficient that can be estimated on the basis of physical properties.

The transfer of the pollutant to the drop from the gas phase is driven by the difference between the bulk gas concentration and the concentration at the drop surface:

\[
c_{\text{rain}}(z) = \frac{4n_0}{3\delta} \int_0^\infty a^3 n(a) v_z(a) c(a,z) da
\]

(26)

where:

- \(n_0\) is the total number of raindrops in a volumetric space (m\(^{-3}\));
- \(n(a)\) is the associated probability density function for raindrops of size \(a\) (m\(^{-1}\)); and
- \(\delta\) is the rain flux (m s\(^{-1}\)).

The wet-deposition flux of the pollutant approaching the surface at \(z=s\) follows directly from the rain flux: Flux\(_s=\delta C_{\text{rain}}(s)\) (Bq m\(^{-2}\) s\(^{-1}\)).

**FIG. 8.** Washout rate as a function of rainfall intensity according to several authors.
For a plume with a bivariate-normal distribution, the vertical distribution of the gas-phase pollutant can be integrated in a straightforward way [42]; the distribution is:

\[
\frac{y_{AB}}{2\pi\sigma_y\sigma_zu} \exp\left(-\frac{y^2}{2\sigma_y^2}\right) \left[ \exp\left(-\frac{(z-h)^2}{2\sigma_z^2}\right) + \exp\left(-\frac{(z+h)^2}{2\sigma_z^2}\right) \right] y_{AB|bg} (27)
\]

where:

- \(Q\) is the pollutant emission rate \((m^3 s^{-1})\);
- \(F\) is the plume depletion factor, which varies between 0 and 1 (dimensionless);
- \(\sigma_y, \sigma_z\) are, respectively, the horizontal and vertical dispersion parameters (m);
- \(u\) is the mean wind speed \((m s^{-1})\);
- \(h\) is the emission height (m);
- \(y\) and \(z\) denote vertical and crosswind position (mL); and
- \(y_{AB|bg}\) is a spatially invariant background mixing ratio \((mol_{pollutant} mol_{air}^{-1})\).

Combining the equation for the pollutant concentration in a raindrop with the equation for the mixing ratio of the pollutant in air and integrating with respect to \(z\):

\[
c(a,z) = -\frac{\alpha}{2\sqrt{2\pi}H'} \exp\left(-\frac{y^2}{2\sigma_y^2}\right) \left[ \exp\left(\frac{\beta_1^2 - \beta_2^2}{2}\right) \right] \left[ \exp[-\zeta(z-h)]erfc(\beta_1) + \exp[-\zeta + h]erfc(\beta_2) \right] y_{AB|bg}
\]

\[
+ \frac{y_{AB|bg}}{H'} (28)
\]

where:

- \(\alpha=(QF\zeta)/(\sigma_y u)\) (dimensionless);
- \(\beta_1 = (-\zeta \sigma_z^2 + z - h)/\sqrt{2\sigma_z^2}\) (dimensionless);
- \(\beta_2 = (-\zeta \sigma_z^2 + z + h)/\sqrt{2\sigma_z^2}\) (dimensionless);
- \(\zeta = [3K_y(a)H']\left[v_z(a)a\right] (L^{-1})\).

Hales proposed other equations for computer solution using single-precision arithmetic for large plume spreads with rapid mass-transfer rates. To compute concentrations in bulk deposited rain water, integration must be made over the total drop size spectrum or a suitable approximation thereof.

**4.4.2.2. Project #654 model**

The study performed at the Russian Federal Nuclear Center by Alexey Golubev under Project #654 of the International Science and Technology Center funded by the U.S. Government and the European Union proposed a model of HTO concentration in raindrops. It was based on the molecular flow of condensation which passes on to the liquid phase \(\left(J^+\right)\) and on the molecular flow of evaporation which passes on to the gas phase \(\left(J^-\right)\). The variation of HTO concentration in the drop is described by:

\[
V_{drop} \frac{dC_{drop}(t)}{dt} = f \cdot S_{drop} (29)
\]

where:

\[
f = \alpha \cdot \sqrt{\frac{RT}{2\pi\mu}} \cdot (C_{air} - \gamma \cdot m \cdot C_{drop}) (30)
\]
where:

- \( V_{\text{drop}} \) is the drop volume (m\(^3\));
- \( S_{\text{drop}} \) is the area of the drop surface (m\(^2\));
- \( R \) is the universal gas constant (\( R = 8.314 \text{ J mol}^{-1} \text{ K}^{-1} \));
- \( \alpha \) is the condensation factor depending on environmental conditions as well as on the water’s aggregative state (dimensionless);
- \( C_{\text{air}} \) is the HTO concentration in the surrounding air (Bq m\(^{-3}\));
- \( \gamma \) is the \( \text{H}_2\text{O}/\text{HTO} \) isotopic separation factor at 20\(^\circ\)C (\( \gamma = 0.9 \)) (dimensionless);
- \( C_{\text{drop}} \) is the HTO concentration in the liquid drop, which is in equilibrium with the vapour (Bq m\(^{-3}\));
- \( m \) is the percentage of saturated moisture in air (m_{water} m_{air}^{-1});
- \( T \) is the air temperature (K); and
- \( \mu \) is the molecular mass (kg mol\(^{-1}\)).

The rate at which the concentration varies depends on the difference of flow densities of HTO molecules directed into the drop and out of the drop. The variation in HTO concentrations due to the change in the total number of molecules in the drop (condensation or evaporation) is taken into account by the third equation of the system.

The full system of equations describing the variations in the HTO concentration in the drop has the form:

\[
\begin{align*}
\frac{\rho_w}{6} \frac{dD^3}{dt} &= D^2 (J_+ - J_-) \\
C_w \rho_w \frac{1}{6D^2} \frac{d(D^3 T_{\text{drop}})}{dt} &= \beta(T_{\text{air}}(L) - T_{\text{drop}}) + \lambda(J_+ - J_-) \\
\frac{d\hat{n}_{\text{HTO}}}{dt} &= \frac{6}{D(t)} \left( \hat{V}_{\text{HTO}}(L) \cdot \hat{n}_{\text{HTO}}(L) - \hat{V}_{\text{HTO}} \cdot \gamma \cdot \left( \frac{\hat{n}_{\text{H}_2\text{O}}}{\hat{n}_{\text{H}_2\text{O}}} \right) \cdot \hat{n}_{\text{HTO}} \right) - \frac{n^*}{3D(t)} \cdot \frac{dD}{dt}
\end{align*}
\]

where:

- \( J_+ = \alpha \cdot \mu \cdot p(T_{\text{air}}(L)) \cdot \psi(L) / \sqrt{2\pi \cdot \mu \cdot RT_{\text{air}}(L)} \)
- \( J_- = \alpha \cdot \mu \cdot p(T_{\text{drop}}) / \sqrt{2\pi \cdot \mu \cdot RT_{\text{drop}}} \)
- \( C_{\text{air}} = \hat{n}_{\text{HTO}} \)
- \( C_{\text{drop}} = \hat{n}_{\text{HTO}} \)
- \( n^* = (\hat{n}_{\text{HTO}} - \hat{n}_{\text{H}_2\text{O}}) = \text{const} \)
- \( \hat{V}_{\text{HTO}} = 4\alpha \sqrt{RT_{\text{air}}(L) / 2\pi \cdot \mu_{\text{HTO}}} \)
- \( \hat{V}_{\text{HTO}} = 4\alpha \sqrt{RT_{\text{drop}}(L) / 2\pi \cdot \mu_{\text{HTO}}} \)

where:

- \( D_{\text{drop}} \) is the drop diameter (m);
- \( \alpha \) is the fraction of molecules that pass on to the liquid phase (the probability of passing from the gas phase to the liquid phase) on encountering the drop surface (dimensionless); \((1-\alpha)\) is the fraction of reflected molecules;
\( p(T_{\text{air}}), p(T_{\text{drop}}) \) are the saturated vapour pressures of \( \text{H}_2\text{O} \) at the temperatures of the atmosphere \( T_{\text{air}} \) and the drop \( T_{\text{drop}} \) (taking into account the curvature of the drop surface) (Pa);

\( \psi \) is the relative humidity of the atmosphere (dimensionless);

\( L \) is drop trajectory (m);

\( C_w \) is the heat capacity of the liquid phase (J K\(^{-1}\) kg\(^{-1}\));

\( \rho_w \) is the density of the liquid phase (kg m\(^{-3}\));

\( \lambda \) is the condensation heat (evaporation) (J kg\(^{-1}\));

\( \beta \) is the heat transfer factor (dimensionless);

\( \hat{n} \) relates to the saturated vapours “produced” by the liquid phase (dimensionless); and

\( \tilde{n} \) relates to the liquid phase proper (dimensionless).

For full completion, this system must be supplemented with the dependences \( \psi = \psi(L) \) and \( T_{\text{air}} = T_{\text{air}}(L) \) or some model allowing determination of these dependences.

The specific activity of rainwater falling onto the soil surface is described by the equation [41]:

\[
C = \frac{\int_0^\infty C_{\text{drop}}(D_{\text{drop}}) \frac{\pi}{6} D_{\text{drop}}^3 F'(D_{\text{drop}}) dD_{\text{drop}}}{\int_0^\infty \frac{\pi}{6} D_{\text{drop}}^3 F'(D_{\text{drop}}) dD_{\text{drop}}} \tag{33}
\]

where:

\( C \) is the specific activity of rainwater (Bq kg\(^{-1}\));

\( C_{\text{drop}}(D_{\text{drop}}) \) is the specific activity of a rain drop of diameter \( D_{\text{drop}} \) falling onto the soil surface (Bq m\(^{-3}\));

\( F'(D_{\text{drop}}) \) is the fraction of drops ranging in size from \( D_{\text{drop}} \) to \((D_{\text{drop}}+dD_{\text{drop}})\) (dimensionless).

The function \( F'(D_{\text{drop}}) \) represents the derivative of the empirical Best formula:

\[
F'(D_{\text{drop}}) = \left( \frac{D_{\text{drop}}}{A} \right)^n \cdot \frac{n}{D_{\text{drop}}} \cdot \exp\left( -\left( \frac{D_{\text{drop}}}{A} \right)^n \right) \tag{34}
\]

where \( n=2.25 \) and \( A \) is a parameter depending on rain intensity [43].

The vertical velocity of raindrops as a function of their size, \( V_\perp(D_{\text{drop}}) \), is described by the following empirical relationship:

\[
V_\perp(D_{\text{drop}}) = 4.874 \cdot D_{\text{drop}} \cdot \exp\left( -0.195 \cdot D_{\text{drop}} \right) \tag{35}
\]

Adding the horizontal component of velocity \( V_\parallel = V_\parallel(t) \), whose direction and magnitude coincide with the instantaneous values of the wind velocity, we obtain the equations of motion for drops of size \( D_{\text{drop}} \) in the atmosphere. Integration of these equations determines the trajectory of the drop.
In summary, the model presented here is the further development of the model described in [41] and allows the exchange of HTO molecules between drops of fixed volume and atmospheric moisture.

This model was compared with experimental data. The Gaussian model was used to calculate atmospheric dispersion.

Compared to the simplest model ($\alpha = 0.4 = \text{const}$), the model described above yields higher values of the washout coefficient in the vicinity of the source and at long distances from it. The explicit introduction of wind velocity and a better choice of formula for the drop velocity explain the differences between the predictions of this model and those of the Belot model.

4.4.2.3. **Eulerian model**

An attempt to generalize washout modelling was done recently [40] in a collaboration between IFIN-HH and Bulgarian researchers. A numerical Eulerian model that describes washout independent of dispersion was developed:

$$\frac{dC}{dt} = \frac{6K}{\alpha d} (\alpha C_g - C)$$  \hspace{1cm} (36)

Here, following [44], the mass of gaseous and liquid HTO is expressed in terms of the concentration instead of the mole-fraction. In Eq. (36), $t$ (T) is the time, $C$ is the concentration of the liquid phase (mol m$^{-3}$), $C_g$ is the concentration of gas phase HTO in the drop’s environment (mol m$^{-3}$), and $d$ is the drop diameter (m). $K$ is the overall mass-transfer coefficient and is calculated using a semi-empirical expression, also known as the Froessling equation:

$$K = k_e = \frac{D_g}{d} \left( 2 + 0.6 \text{Re}^{1/2} \text{Sc}^{1/3} \right) = \frac{D_g}{d} \left[ 2 + 0.6 \left( \frac{d \nu}{\nu} \right)^{1/2} \left( \frac{\nu}{D_g} \right)^{1/3} \right]$$ \hspace{1cm} (37)

$\alpha$ is a dimensionless coefficient, constant with respect to $C$ but dependent on temperature, Henry’s Law constant and the universal gas constant, and on the density and molecular weight of water:

$$\alpha = \frac{T}{H} R \frac{\rho}{M}$$ \hspace{1cm} (38)

The domain of the model is between the soil surface and the level $H_{\text{rain}}$ from which the drops start their fall. A uniform vertical grid is defined. At the top level ($H_{\text{rain}} = z(N)$), the model assumes the liquid HTO in the raindrops is in equilibrium with the surrounding gaseous HTO. Eq. (36) is applied layer by layer downward, separately for all drop size intervals. If all parameters in the equation are assumed constant within a grid layer, an analytic solution can be found for the time $t$ taken by the drop in passing through the grid layer.

This time is determined for each drop diameter $d$ in layer $i$ by using an accepted formula for the fall velocity of the drop. The concentration $C(d,i)$, calculated for this drop after it has spent time $t$ in the $i$-th layer, is used as the initial condition for the next layer. The calculations for the last layer, the layer above the ground, give the spectral mass concentration of liquid HTO in raindrops at the surface $C(d,1)$. 
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A sensitivity analysis of the Eulerian model shows that the washout process is influenced most significantly by rainfall parameters and air temperature. The vertical profile of HTO in the atmosphere must be considered for non-Gaussian dispersion. The sensitivity of the washout rate or ratio varies from less than 1% to 70%. Atanassov and Galeriu [40] conclude that the influence of the rain parameters and the temperature on the washout process is significant. Contemporary weather radars are able to provide information about cloud and raindrop distributions in space and time, their spectra and movements (sometimes raindrops may even move upward). A substantial reformulation of the modelling approach will be necessary to incorporate this information.

4.4.3. Potential effect of buildings

Recently, unexpectedly high tritium concentrations have been reported in precipitation, surface water and ground water near reactors. The US nuclear power industry has focused on characterizing the type and extent of the on-site recapture of airborne tritium released after monitoring in the plant vent radiation monitoring system. The need to understand on-site atmospheric deposition is described elsewhere [45]. The CANDU Owners Group is interested in “Atmospheric Deposition of Tritium at Nuclear Power Plants”. The interest in the topic is caused by past misunderstanding of the role of buildings on the concentration field of the pollutant. For the flow of air in the presence of a building, we must consider the regions of roof recirculation, high turbulence, roof wake and building wake recirculation. The plume emitted from the stack will be influenced by the wind flow in these regions (Figure 9).

A modified Gaussian model was used with enhanced dispersion and low emission height, but the approach did not reproduce the experimental data. The PRIME algorithm [46] represents a more advanced approach with more details on enhanced plume dispersion coefficients due to the turbulent wake and reduced plume rise caused by a combination of descending streamlines in the lee of the building and increased entrainment in the wake. PRIME tended to underestimate the overall maximum concentrations when the ratio of stack height (h) to building height (H) was in the mid range of the ratios tested (i.e, h/H = 1.30 and 1.46).

A comprehensive wind-tunnel dataset (US Environmental Protection Agency) on dispersion behind model rectangular buildings, which was compiled by Thompson [47] for non-buoyant emissions, is of special interest. The PRIME algorithm (included in AERMOD-USA), the Danish atmospheric transport model OLM, and a computational fluid dynamics model (MISKAM) have been compared [48] (Figure 10). Thompson [47] presents contour plots of the so-called building amplification factor (BAF), which is determined by comparing concentrations in two situations: a situation where a building is located near a stack, and a reference situation without a building. For both situations, the maximum ground level concentration is determined. The ratio between these two concentrations is the BAF, and its value depends on the height and position of the stack relative to the building.
FIG. 9. Flow and turbulence in the presence of a building (taken from [49]).

FIG. 10. Along-wind normalized concentration profiles at ground level for four scenarios (as measured, and as modeled by AERMOD/PRIME, standard OML and MISKAM). For reference, measured concentrations for the case without building are included. The horizontal axis refers to the distance from the stack in units of building height. Note that the vertical scale differs between the top row and the bottom row (taken from [48]).
Thompson’s studies of BAF allowed him to conclude that the “good engineering practice” 2.5-times rule (according to which a stack height of 2.5 building heights is sufficient to ensure building effects are negligible) is inadequate for wide buildings. Furthermore, the results indicated that, even with a distance between stack and building of ten times building height (HB), the building still has a significant effect on maximum concentrations. It has been demonstrated that with a stack height equal to HB, measured results are not very sensitive to the building width, but for a stack height of 1.5HB, building width does have a substantial influence on results. The measured maximum ground-level concentration for the widest building is more than twice that for the cubic building.

The simulation of atmospheric dispersion is usually conducted with two types of models [50]: Fast Approximate Models (FAM) and Fully Computational Models (FCM). FAM models are mainly empirical models [51] based on extensive field and wind tunnel studies. As a result, their application is recommended for, or sometimes limited to, the type of topography on which they are based. On the other hand, FCM models are based on the numerical solution of the momentum, energy and mass transport equations. They can be applied to almost all types of topographies, but their applicability is limited by the computational power and time that they require. In general, the choice of model depends on its practical purpose (in relation to dispersion modelling), on the level of spatial/temporal detail and scientific understanding involved, and on the detail and accuracy of the available meteorological and topographical input data [52]. Computational Fluid Dynamics and Lagrangean/ Eulerian dispersion models have been combined [53] and this hybrid method shows best results for concentration profiles near buildings.

4.5. SENSITIVITY OF MODELS

In any model, the time required for raindrops to pass through the plume has to be calculated. This quantity depends on the size of the raindrops in question. In fact, the raindrop size distribution is the most important parameter in determining the time of passage, and can lead to high discrepancies in the HTO drop concentration if it is not characterized correctly.

4.5.1. Raindrop distribution

Raindrop size distributions are the end points for all cloud physical processes, cloud dynamical processes and interactions that affect the formation and growth of liquid precipitation. In addition, the raindrop distributions, once formed, can interact with the essential dynamics of the clouds.

The number and size of raindrops within a unit volume is described by the number concentration, N(D) (number m$^{-3}$ mm$^{-1}$), also called the rain drop size distribution (DSD).

In recent work, the raindrop size distribution is usually described by a Gamma function [54], differing from the classical distribution of Marshall and Palmer [55]. Figure 11 shows the distribution of raindrop sizes according to Marshall and Palmer for three rainfall intensities: 1, 10 and 100 mm h$^{-1}$. These distributions were developed for mid-latitude stratiform rain, and lead to an overestimation of the number of smallest drops.

Willis [56] proposed the Gamma function for the drop size distribution, as shown in Figure 11. Feingold and Levin [57] assumed that raindrop sizes were log-normally distributed, as shown in Figure 12 for three rainfall intensities. Table 12 shows equations for the Marshall-Palmer, gamma and log-normal distributions.

Statistical raindrop distributions are numerous and well known. However, studies of HTO washout are not usually accompanied by information on drop size distribution, but only on the intensity of the rain.
Marshall-Palmer

FIG. 11. Marshall Palmer and Willis (gamma) distribution functions for modeling drop size distribution.

Willis

FIG. 12. Lognormal distribution function for modelling drop size distribution.
### TABLE 12. PARAMETERS FOR THE MARSHALL-PALMER, LOG-NORMAL AND GAMMA RAINDROP SIZE DISTRIBUTIONS

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_D = N_0 e^{-\Lambda D}$</td>
<td>$N_D = \frac{N_T}{\sqrt{2\pi \cdot D \cdot \log \sigma}} e^{-\left(\frac{\log D - \log D_{gm}}{\sigma}\right)^2}$</td>
<td>$N_D = N_G D^{2.50} e^{-\Lambda D}$</td>
</tr>
<tr>
<td>$N_0 = 8000 \text{ m}^3 \text{ mm}^{-1}$</td>
<td>$N = 172 R^{0.22} \text{ m}^{-3}$</td>
<td>$N_G = \frac{6.36 \times 10 M}{D_0^4} \left(\frac{1}{D_0}\right)^{2.50}$</td>
</tr>
<tr>
<td>$\Lambda = 4.1 \cdot R^{-0.21} \text{ mm}^{-1}$</td>
<td>$D_g = 0.72 R^{0.23} \text{ mm}$</td>
<td>$\Lambda = \frac{5.57}{D_0} \text{ mm}^{-1}$</td>
</tr>
</tbody>
</table>

Notes:
- $N_D$ is the drop size distribution (number of drops $\text{m}^{-3} \text{ mm}^{-1}$);
- $R$ is rainfall intensity ($\text{mm h}^{-1}$);
- $D_{gm}$ is the geometric mean of drop diameter (mm); and
- $D_0$ is the volume median diameter (mm).

![FIG. 13. Evolution of the representative diameter as a function of rain intensity according to different authors.](image)
4.5.2. Raindrop diameter

Raindrop diameter is often described as a function of rain intensity. There exist several equations to calculate the representative diameter of raindrops. The most current form is $D_r = aj^\beta$. In the literature, $\alpha$ ranges between 0.243 and 0.97 and $\beta$ between 0.15 and 0.25. Figure 13 shows some parameterizations for the representative diameters of raindrops, $D_r$, as a function of rain intensity $j$ according to Andronache [58], Cerro et al. [59], Feingold and Levin [57], Loosmore and Cederwall [60], Marshall and Palmer [55], Pruppacher and Klett [61], and Underwood [62]. Figure 13 shows that there is a range of a factor of 4 between the diameters computed by these authors.

4.5.3. Raindrop velocity

Raindrop velocity can be computed as a function of diameter. The Stokes formula cannot be used for the terminal velocity due to the size of falling raindrops, which have a diameter bigger than 20 $\mu$m.

$$v = \sqrt{\frac{4gd_p C_c \rho_p}{3C_{iso} \rho_{air}}}$$

where:

- $g$ is the gravitational constant (m s$^{-2}$);
- $d_p$ is the drop diameter (mm);
- $C_c$ is the Cunningham correction factor (dimensionless); and
- $\rho$ is the drop or air density (kg m$^{-3}$).

Raindrop velocity can be estimated using the parameterizations of Andronache [58, 63], Loosmore and Cederwall [60] and Seinfeld and Pandis [20], as shown in Figure 14.

Figure 15 shows raindrop velocity as function of rainfall intensity. The drop diameter was calculated with the formula given by Loosmore and Cederwall [60] ($D_r = 0.97p^{0.158}$ where $p$ is the rainfall intensity in mm h$^{-1}$).

4.5.4. Sensitivity of models

Using the kinetic model developed by Golubev et al. [41], the effect of drop size distribution on the exchange coefficient was investigated. Figure 16 presents the computational dependence of the relative HTO content in precipitation for various drop size distributions.

It is seen from Figure 16 that the Best distribution and the normal distribution give similar results; the log-normal distribution, in which most drops have a radius lower than 0.5 mm, leads to higher values of the HTO concentration in precipitation. The largest discrepancy between the curves is observed at 150 m, where the plume touches the ground.
FIG. 14. Evolution of raindrop velocity as a function of diameter according to different authors [20, 58, 60, 63].

FIG. 15. Evolution of raindrop velocity as a function of raindrop diameter.
The drops are falling vertically
Drop Diameter 0.1 - 6.0 mm \( (U_{\text{wind}} = 1.2 \text{ m/s}) \)

![Graph showing the computational dependence of the relative HTO content in precipitation for various drop size distributions.]

**FIG. 16.** The computational dependence of the relative HTO content in precipitation for various drop size distributions.

Studies with the Golubev et al. model have shown that, for a given precipitation intensity, the HTO content in rainwater depends essentially on the drop size distribution. Special attention should be given to the accuracy of the “tail” of the distribution, which correspond to the largest drops, since these make an essential contribution (20% to 50%) to the precipitation intensity.

A sensitivity analysis of HTO concentrations in drops to rain characteristics was presented elsewhere [64]. The CERES code, which is the CEA reference computational tool for impact assessment, calculates the transfer rate of HTO to the drop and the specific activity of HTO in the drop as it leaves the plume. The average diameter in cm and the velocity of the drop in \( \text{cm s}^{-1} \) are given by extrapolation of the experimental data of Chamberlain and Eggleton [22]:

\[
\tilde{r} = 0.037 \log(I) + 0.0661 \quad \text{and} \quad \tilde{V} = 7000 \tilde{r} - 12000 \tilde{r}^{1.97}
\]

where \( I \) is the rain intensity in \( \text{mm h}^{-1} \).

\[
\lambda_r = \frac{3DfC}{\beta r^2 \rho}
\]

(41)

\[
C_r = \frac{\beta}{C} X (1 - e^{-\lambda_r t})
\]

(42)

where:

- \( \lambda_r \) is the rate constant for uptake of HTO by the drop (s\(^{-1}\));
- \( C_r \) is the HTO drop activity (Bq kg\(^{-1}\));
- \( D \) is the diffusivity of HTO in air (m\(^2\) s\(^{-1}\));
- \( f \) is the ventilation factor;
- \( C \) is the concentration of \( \text{H}_2\text{O} \) in air (kg m\(^{-3}\));
- \( X \) is the specific activity of water vapour in air (Bq kg\(^{-1}\));
- \( r \) is the radius of the drop (mm);
- \( \rho \) is the density of the drop (kg m\(^{-3}\));
- \( \beta \) is the ratio of vapour pressure of \( \text{H}_2\text{O} \) to HTO;
- \( t \) is the time required by the raindrop to pass through the plume (s).
TABLE 13. DROP VELOCITIES ($v$) BASED ON DIFFERENT APPROACHES (D is drop diameter)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belovodski [32]</td>
<td>$v = 130\sqrt{D}$</td>
</tr>
<tr>
<td>Belovodski et al. [31]</td>
<td>$v = 3.778 \left(1000 \cdot D\right)^{0.67}$</td>
</tr>
<tr>
<td>Britter and Hanna [51]</td>
<td>$v = 4854 \cdot D \cdot \exp(-0.195 \cdot D)$</td>
</tr>
<tr>
<td>Cerro et at. [59]</td>
<td>$v = 9.58 \left[1 - \exp \left(-\left(\frac{100 \cdot D}{0.171}\right)^{1.47}\right)\right]$</td>
</tr>
</tbody>
</table>

To investigate the dependence of rain concentration and washout rate on drop size distribution, water activities for each drop were computed for each distribution using the CERES code. Marshall-Palmer, Willis and log-normal distributions were computed for several rain intensities from 1 to 20 mm h$^{-1}$. Drop velocities were calculated for each diameter using several formulas (see Table 13).

The rate constant for uptake of HTO by each drop diameter was computed using the Chamberlain equation. Assuming the raindrops are spherical in shape, the concentration of rain water can be estimated by calculating the total water volume corresponding to each diameter. The HTO air concentration was assumed to be constant in time at 1000 Bq m$^{-3}$. The vertical extent of the plume crossed by the drops was 200 m. In this study, the plume was assumed to be released near the ground, and the loss of HTO by exchange between the drops and the air below the plume was not considered.

The highest HTO concentrations in rain were calculated with the Marshall-Palmer distribution coupled to the Andronache formula for estimating drop velocity (Figure 17); the lowest concentrations arose from the log-normal drop size distribution and the Loosmore velocity formula. This can be explaining by noting that the Marshall-Palmer distribution overestimates the number of fine raindrops and that the HTO rate constant, $\lambda_r$, increases as the drop size decreases. The value of $\lambda_r$ calculated for an air temperature of 9°C was $3.1 \times 10^{-1}$, $1.2 \times 10^{-2}$ and $3.4 \times 10^{-3}$ s$^{-1}$, respectively, for 0.1, 1 and 3 mm drop diameters. For a rain intensity of 1 mm h$^{-1}$, the rain concentration ranged between 318 and 592 Bq L$^{-1}$, according to the drop size distribution and velocity formula used. Thus there is a factor of 2 between the minimum and maximum computed concentrations. The total surface area available for exchange between the drop and the air increases with rain intensity. High intensities remove the largest quantity of HTO from the air, but lead to lower concentrations in rain water because of higher dilution. The HTO concentrations in rain computed with the CERES code, which does not take into account drop distribution, are very close to those given by the log-normal distribution.

The sensitivity of the rain concentration to the drop velocity is shown in Figure 18 for the log-normal distribution. Rain concentrations were also computed using the CERES code to calculate drop velocities. Average concentrations and standard deviations ranged from $673\pm30$ to $241\pm23$ Bq L$^{-1}$, respectively, for rain intensities of 1 and 20 mm h$^{-1}$. The Loosmore formula, which leads to the highest drop velocities, gives the lowest concentrations.
FIG. 17. Dependence of raindrop velocity on drop diameter according to different parametrization.

FIG. 18. HTO concentrations in rain as a function of rain intensity for the Marshall-Palmer, Willis and Log-normal drop distributions. Results are also shown for the CEA CERES code. The calculations were made for two air temperatures: (a) 9°C and (b) 20°C.

The washout rate can be estimated by computing the amount of HTO removed per unit volume of air: At time t, the air concentration is:

$$ C_{\text{air}}^{\text{HTO}}(t) = C_{\text{air}}^{\text{HTO}}(t=0) - C_{\text{removed}}^{\text{HTO}}. \quad (43) $$

$$ C_{\text{removed}}^{\text{HTO}} = \frac{\pi \rho \beta X(t) \rho l}{6V_{\text{tot}}} \int_{r=0}^{\infty} N_r D_r^{3} \cdot e^{-(\lambda_r t)} $$

Here, $V_{\text{tot}}$ is the total drop volume per unit volume of air, $N_r$ is the number of drops of radius $r$ and $D_r$ is the drop diameter. Figure 19 shows the average washout computed with Eq. (43) and using the Kessler, Seinfeld, Andronache, Loosmore and Chamberlain velocity equations. The standard function with $b=0.73$ and $b=1$ and the washout rate calculated with the CERES code (which does not take into account the rain drop distribution) have been plotted. Standard deviations on each rain drop size distribution are plotted and represent the uncertainties due to drop velocity. Washout rates can be estimated within 20% error with the Marshall-Palmer distribution and within 15% error for the two others.

The washout rates calculated with the Marshall Palmer distribution are higher by a factor of about 3 than those given by the Willis and log normal distributions. For a rain intensity of 1 mm h$^{-1}$, the calculated washout rate is $1 \times 10^{-3}$ and $3 \times 10^{-4}$, respectively, for the Willis and Marshall-Palmer distributions. Experimental data give an average washout of $2.5 \times 10^{-4}$ s$^{-1}$ for light rain ($<2.6$ mm h$^{-1}$) [25, 26, 44], $3.6 \times 10^{-4}$ s$^{-1}$ for moderate rain (2.6–7.6 mm h$^{-1}$) and $1 \times 10^{-3}$ s$^{-1}$ for heavy rain (>7.6 mm h$^{-1}$) [44].
For light and moderate rain, experimentally-determined washout rates lie between those calculated with the Marshall-Palmer and Willis (or log normal) distributions. Even if the Willis distribution seems to be the best distribution for estimating washout rate, there is good agreement between experiments and calculations with all the formula used here. The evolution of the distribution during rain is not taken into account, but it certainly has an influence on the washout rate, and on the HTO rain concentration. An increase in the number of small drops of rain causes an increase in washout and thus in the rain concentration. Considering the variability in washout induced by the various rain drop distributions and the methods used to calculate it, uncertainties of about a factor 2 to 3 can be estimated on wet deposition. Empirical equations like those used in the CERES code seem to underestimate slightly the washout rate and wet deposition. Conversely, they overestimate air concentrations and thus inhalation and transcutaneous doses.

Recently, drop size distribution studies have focused on the differences between convective rain and stratiform rain. The intercept parameter \( N_0 \) of the exponential DSD underwent a sudden increase for the same rainfall rate when the precipitation type changed from uniform (widespread rain) to convective (shower or thunderstorm). For the same rainfall rate, Tokay and Short [65] found small drops were dominant in convective rainfall and large drops in stratiform rainfall. This was demonstrated for tropical condition [66]. In a Mediterranean climate (Barcelona), 2 years of rain were analyzed [59]. Thirty-second individual samples of drop size and velocity were measured with an optical disdrometer and grouped into different classes according to their rainfall rate. Using the moment method, the entire experimental dataset was fitted to three standard distribution functions: exponential, gamma, and lognormal. Relationships were found between rainfall rate \( R \) and other moments of the DSD, such as optical attenuation \( S \), liquid water content \( W \), and reflectivity \( Z \). Although the gamma distribution generally reproduced the experimental measurements most accurately, the \( Z(R) \) relationship, which is particularly relevant in radar meteorology, yielded the best results when calculated from a fitted exponential distribution. For washout studies it is important to note that the gamma distribution is the most suited. The gamma function is:

\[
N(D) = N_0 D^\alpha \exp(-\lambda D)
\]

where:
- \( \lambda \) is expressed in \( \text{mm}^{-1} \);
- \( N_0 \) is in \( \text{m}^{-3} \text{mm}^{-1-\alpha} \); and
- \( \alpha \) is dimensionless.

It was shown that all parameters depend on rain intensity.

4.6. CONCLUSION ON WASHOUT RATE

Washout of HTO by precipitation is the main process resulting in wet deposition. According to the type and intensity of precipitation, average washout rates, calculated from the experimental data, vary from \( 2.2 \times 10^{-5} \text{ s}^{-1} \) (snow) to \( 1 \times 10^{-3} \text{ s}^{-1} \) (heavy rain).

The washout rate is closely influenced by such precipitation characteristics as rain intensity, drop size distribution and drop characteristics. The Willis distribution seems to result in the best estimates of the washout rate, but there is reasonable agreement (a factor of 5) between experiments and calculations with all the formula used here. The washout rate clearly depends on release and local characteristics. At short distances, washout rate can also be influenced by building wake effects.
Simple models can be used for washout rate modeling, using parameters of the relationship between rain intensity and washout that are given by several authors from experimental data. The spread of predictions is near a factor 5-8 (Figure 8) and a conservative approach can be used.

Complex models that take into account more parameters (drop size distribution, air temperature) can also be used to calculate washout rate. Such models include those developed by VNIEF and the numerical Eulerian model from the IFIN-HH and Bulgarian collaboration. More research is needed when the concentration profile is non-Gaussian and the building influence is strong (up to few km from the building). These studies must be site specific. When only moderate conservatism is desired, the assumption that the rate-limiting step in HTO exchange is HTO transport through the boundary layer to the drop surface should be challenged. Also local rain characteristics must be considered by direct measurement of drop size distribution for the types of rain and rain intensity found at the site of concern.

Knowledge of the washout rate during fog or snow is insufficient and more experiments have to be done.
5. HT AND HTO DRY DEPOSITION AND REEMISSION

5.1. OVERVIEW

Deposition of atmospheric HTO and HT to soil is one of the key processes determining the dose consequences of releases of these radionuclides [67, 68]. Especially, the impact of the release is expected to depend critically on the efficiency of the HT deposition process [67] because HTO formed after deposition is radioecologically more toxic than HT by four orders of magnitudes.

Several models assessing the deposition and reemission of HT and HTO have been developed, and field and laboratory experiments have also been conducted to obtain the parameters necessary for modelling these processes and to assess overall tritium behaviour of the soil-atmosphere system during and after deposition. This section emphasizes the present status of the modelling efforts and introduces some field experimental studies as a helpful guide for modellers to develop and validate a model.

5.2. DRY DEPOSITION OF HTO AND REEMISSION

During passage of the primary airborne plume, atmospheric HTO vapour diffuses into the soil, and HTO condensation occurs at the soil surface (dry deposition). Soon after the passage of the primary plume, reversal of the HTO gradient across the atmosphere-soil boundary causes reemission of the deposited HTO to the atmosphere to form a secondary plume, which enhances the atmospheric HTO level over the subsequent period. The physical mechanism of the dry deposition of HTO is basically the same as that for water vapour; nevertheless the deposition and reemission of HTO and H₂O should be treated separately because each molecule follows its individual vapour-pressure deficit across the atmosphere-soil boundary and also throughout the soil profile [69–71].

Generally, the exchange process of HTO between the surface atmosphere and the underlying soil is expressed by a bulk formula [72], as:

\[
F_{HTO} = v_{HTO} (\chi_{atm} - \chi_{sa})
\]  

(45)

where:

\( F_{HTO} \)(Bq m\(^{-2}\) s\(^{-1}\)) is the exchange flux;

\( v_{HTO} \) is the exchange velocity (m s\(^{-1}\));

\( \chi_{atm} \) is the HTO vapor concentration (Bq m\(^{-3}\)) in the atmosphere at a given reference height; and

\( \chi_{sa} \) is the HTO vapor concentration in the surface soil air.

The flux \( F_{HTO} \) defined by Eq. (45) is a deposition flux when \( \chi_{atm} > \chi_{sa} \), and a reemission flux if \( \chi_{atm} < \chi_{sa} \).

The exchange velocity \( v_{HTO} \) depends on both atmospheric and soil conditions, and is generally formulated as an inverse of the sum of the resistances [72–74], as:

\[
v_{HTO} = (r_a + r_b + r_s)^{-1}
\]  

(46)

where:

\( r_a \)(s m\(^{-1}\)) is the aerodynamic resistance characterizing transfer of HTO vapour in the free atmosphere from the reference height to just above the soil surface;
\( r_b \) (\( \text{s m}^{-1} \)) is the boundary layer resistance describing mass transfer in the quasi-laminar-flow layer adjacent the soil surface; and
\( r_s \) (\( \text{s m}^{-1} \)) is the soil resistance regulated by HTO evaporation (or condensation) efficiency in the soil.

The aerodynamic resistance \( r_a \) is characterized by the turbulence in the surface boundary layer. For example, the UFOTRI code [73] calculates \( r_a \) as:

\[
r_a = \frac{u_r}{u_*^2}
\]

where:
\( u_r \) (\( \text{m s}^{-1} \)) is the wind speed at the reference height; and
\( u_* \) (\( \text{m s}^{-1} \)) is the friction velocity characterizing the scale of the turbulence. The boundary layer resistance \( r_b \) is also related to the wind speed (e.g. UFOTRI [73]) and is calculated by:

\[
r_b = 5 / u_*
\]

where the factor 5 is the Stanton number.

The friction velocity \( u_* \) needed to calculate resistances \( r_a \) and \( r_b \) can be obtained from the wind profile in the near-surface atmosphere. Under conditions of neutral stability, for a bare soil surface, the vertical wind profile in the surface boundary layer is expressed by the well-known logarithm law [75, 76] as:

\[
u = \frac{u_*}{\kappa} \ln \left( \frac{z}{z_0} \right)
\]

where:
\( \kappa \) is von-Karman’s constant (\( \kappa = 0.4 \)); and
\( z_0 \) (m) is the roughness length depending on the aerodynamic geometry of the ground surface [75].

When the atmosphere is stable or unstable, the wind profile in the surface layer is altered from the neutral case and is determined by the semi-empirical Monin-Obukhov similarly theory as:

\[
u = \frac{u_*}{\kappa} \left\{ \ln \left( \frac{z}{z_0} \right) + \Psi \right\}
\]

where \( \Psi \) is the integrated non-dimensional shear function calculated from the atmospheric stability using empirical formulae [77–79].

For the HTO evaporation/condensation process, the soil resistance \( r_s \) depends on the availability of HTO from the evaporation site. \( r_s \) is larger for drier soils because evaporation occurs from water that is tightly bound to soil particles through intermolecular and electrical forces. In contrast, \( r_s \) becomes smaller when the soil is wet because the evaporation occurs from free water that is weakly bound to the soil matrices [80–82]. There are several practical empirical formulations for \( r_s \), as summarized by Mahfouf and Noilhan [81]. For example, Sun [83] proposed a formula:

\[
r_s = 3.5 \left( \frac{\eta_{sat}}{\eta_w} \right)^{2.3} + 33.5 \left( \text{m}^{-1} \text{s} \right)
\]
where:

\[ \eta_{\text{sat}} \] is the soil water content at saturation (porosity); and

\[ \eta_w \] is the volumetric soil water content.

Kondo et al. [80] proposed a formula:

\[ r_s = \frac{a(\eta_{\text{sat}} - \eta_w)^b}{D_{\text{atm}}} \] (52)

where:

\[ D_{\text{atm}} \text{ (m}^2\text{s}^{-1}) \] is the molecular diffusivity of HTO in air; and

\[ a \text{ (m)} \] and \[ b \] are coefficients that depend on soil texture.

After depositing on the soil, HTO migrates through the soil profile. Generally, only aqueous HTO transport is considered under the assumption that HTO in the vapour phase and in the liquid phase are in equilibrium [72, 84, 85]. The HTO vapor concentration in the surface soil air is expressed by:

\[ \chi_{\text{sa}} = \frac{H_{\text{sat}}}{\rho_w} \chi_{\text{sw}} \] (53)

where:

\[ H_{\text{sat}} \text{ (kg m}^{-3}) \] is the absolute humidity at saturation at the temperature of the soil;
\[ \rho_w \text{ (kg m}^{-3}) \] is the density of liquid water; and

\[ \chi_{\text{sw}} \text{ (Bq m}^{-3}) \] is the aqueous HTO concentration in soil water.

Then, by considering diffusion and advection for aqueous HTO, the HTO transport in a layered soil is calculated by:

\[ \eta_w \frac{\partial \chi_{\text{sw}}}{\partial t} = \frac{\partial}{\partial z} \left( D \frac{\partial \chi_{\text{sw}}}{\partial z} \right) - q \frac{\partial \chi_{\text{sw}}}{\partial z} \] (54)

where:

\[ t \text{ (s)} \] is the time;

\[ z \text{ (m)} \] is the vertical coordinate in the soil;

\[ D \text{ (m}^2\text{s}^{-1}) \] is the effective diffusivity for aqueous HTO; and

\[ q \text{ (m}^3\text{m}^{-2}\text{s}^{-1}) \] is the liquid water flux.

When rapid water flow exists, e.g. during and soon after rainfall, HTO dispersion in soil water can be an effective process for the downward transport of HTO in soil [85, 86]. Then, if needed, the apparent effective diffusivity is altered:

\[ D = D_{\text{dif}} + \alpha q \] (55)

where \[ D_{\text{dif}} \text{ (m}^2\text{s}^{-1}) \] is the effective diffusivity for the molecular diffusion of HTO in soil water and \( \alpha \text{ (m)} \) is the dispersion coefficient [85, 86].

Several empirical formulae are available for \( D_{\text{dif}} \) as a function of soil water content [87–90]. For example, Penman’s formulation [87], employed by several models such as ETMOD and UFOTRI [91, 92], calculates:
\[ D_{\text{diff}} = \frac{\eta_w}{1.5} D_m \]  \hspace{1cm} (56)

where \( D_m \) (m² s⁻¹) is the molecular diffusivity of HTO in liquid water.

Eq. (56) simply expresses that, in bulk soil, the diffusive pathway corresponds to 3/2 of the water volume. Other empirical formulations are also available, such as that given by Millington [89]:

\[ D_{\text{diff}} = \frac{\eta_w^2}{\eta_{\text{sat}}} D_m \]  \hspace{1cm} (57)

To calculate the above-described HTO exchange and transport, a number of variables related to soil water transport are required (e.g. \( \eta_w \) and \( q \)). Soil hydrology is well summarized in many textbooks [82, 93]. Generally, soil water transport is expressed by Richards’ equation, as:

\[ \frac{\partial \eta_w}{\partial t} = - \frac{\partial q}{\partial z} \]  \hspace{1cm} (58)

The vertical water flux \( q \) is expressed by the Buckingham-Darcy formulation, as:

\[ q = - \left( D_w \frac{\partial \eta_w}{\partial z} + K_w \right) \]  \hspace{1cm} (59)

where \( D_w \) (m² s⁻¹) is the soil water diffusivity and \( K_w \) (m s⁻¹) is the unsaturated hydraulic conductivity. These are related to the water potential \( h \) (m) as:

\[ D_w = K_w \frac{\partial h}{\partial \eta_w} \]  \hspace{1cm} (60)

Several empirical formulae have been proposed for calculating the potential \( h \) as a function of soil water content [94–96]. For example, equations of the Clapp - Hornberger type take the form:

\[ h = h_s \left( \frac{\eta_w}{\eta_{\text{sat}}} \right)^{-b} \]  \hspace{1cm} (61)

and,

\[ K_w = K_s \left( \frac{\eta_w}{\eta_{\text{sat}}} \right)^{2b+3} \]  \hspace{1cm} (62)

where \( K_s \) (m s⁻¹) is the saturated hydraulic conductivity, and \( h_s \) and \( b \) are empirically-determined coefficients. Each of these parameters is a function of soil texture [95].

To investigate HTO deposition to soil and subsequent reemission in real environments, several field and laboratory experiments have been conducted, the results of which are valuable for model validation and improvement. HTO deposition mainly occurs within the top several millimeters of soil, decreasing steeply with depth [13, 69–71, 97], indicating that the thickness of the uppermost soil layer in deposition models should be on the order of millimeters to precisely predict HTO exchange at the soil-atmosphere interface [70]. Due to the difference in hydraulic characteristics, as theoretically expected from Eqs. (61) and (62),
the HTO deposition velocity depends on the texture of the exposed soil [69]. Throughout the reemission phase, the HTO flux from the soil to the atmosphere decreases as time passes, in concert with the decrease in the aqueous HTO concentration in the top soil layers due to HTO evaporation as well as downward HTO diffusion [13, 15, 70, 72]. The reduced HTO concentration in the top soil layers causes a re-supply of HTO through upward diffusion of from deeper zones, maintaining HTO remission over subsequent periods [13, 15, 71, 72].

5.3. DRY DEPOSITION OF HT AND REEMISSION

Deposition of atmospheric HT to soil is caused by subsurface conversion of the HT to HTO by hydrogen-oxidizing micro-organisms ubiquitously contained in surface soils [98–100]. Emission of HTO to the atmosphere occurs even during passage of an HT plume whereas, for an HTO release, reemission of the deposited HTO occurs only after the passage of the plume.

The deposition of atmospheric HT to the soil is normally evaluated by the resistance approach [101], as:

\[ F_{HT} = v_{HT} \chi_{atmHT} \] (63)

where:
- \( F_{HT} \) is the deposition flux for HT (Bq m\(^{-2}\) s\(^{-1}\));
- \( v_{HT} \) is the deposition velocity (m s\(^{-1}\)); and
- \( \chi_{atmHT} \) is the HT concentration (Bq m\(^{-3}\)) in the atmosphere at a reference height.

Similar to the exchange velocity \( v_{HTO} \) for HTO deposition, \( v_{HT} \) is expressed by the sum of resistances, as:

\[ v_{HT} = (r_{aHT} + r_{bHT} + r_{sHT})^{-1} \] (64)

where the aerodynamic resistance \( r_{aHT} \) (s m\(^{-1}\)) and the boundary layer resistance \( r_{bHT} \) (s m\(^{-1}\)) can be determined from Eqs. (47) and (48) respectively, because the atmospheric transport of HTO and HT is basically identical.

The soil resistance \( r_{sHT} \) (s m\(^{-1}\)) is determined by microbial HT oxidation as well as by HT diffusion in the soil, and hence models for \( r_{sHT} \) should consider these below-ground processes. Soil HT transport is expressed by a diffusion equation [84, 102], as:

\[ \frac{\partial (\eta_{sat} - \eta_w) \chi_{sHT}}{\partial t} = \frac{\partial}{\partial z} \left( D_{HT} \frac{\partial \chi_{sHT}}{\partial z} \right) - e_{HT} \] (65)

where:
- \( \eta_{sat} \) is the soil water content at saturation (porosity);
- \( \eta_w \) is the soil water content;
- \( \chi_{sHT} \) is the HT concentration in soil air (Bq m\(^{-3}\));
- \( t \) is time (s);
- \( z \) is the vertical coordinate in soil (m);
- \( D_{HT} \) (m\(^2\) s\(^{-1}\)) is the effective diffusivity for HT in soil;
- \( e_{HT} \) (Bq m\(^{-3}\) s\(^{-1}\)) is a volumetric sink for HT due to oxidation by soil.

The effective diffusivity \( D_{HT} \) can be determined from the soil water content \( \eta_w \) in a similar manner to the aqueous HTO diffusivity in soil (Eqs. (56) and (57)), as:
\[ D_{HT} = \frac{\eta_{sat} - \eta_w}{1.5} D_{mHT}, \text{ for the Penman type approach [87] and} \]
\[ D_{HT} = \frac{(\eta_{sat} - \eta_w)^2}{\eta_{sat}^{1.5}} D_{mHT}, \text{ for the Millington type approach [89]} \]

where \( D_{mHT} (m^2 \text{ s}^{-1}) \) is the molecular diffusivity for HT in air.

HT oxidation by soils has been investigated through controlled laboratory experiments. The oxidation rate of HT (defined as the amount of HT converted to HTO per unit dry soil mass per unit time) depends on the soil temperature, the soil water content and the HT concentration in the soil air, since the biological activity of the hydrogen-oxidizing microorganisms depends on these environmental variables [103–110]. Due to the decrease in microbial activity with depth in the soil, the magnitude of the HT oxidation rate becomes smaller as the soil depth increases, with a depth scale of less than 10 cm [111]. Also, the oxidation rate of HT can depend on soil texture, with a variation over a factor of two or more [107, 110, 112].

Because of the complexity of HT oxidation by soils, few approaches have been made for modelling the resistance \( r_{sHT} \). Early efforts assumed a first-order reaction for the oxidation process (i.e. \( e_{HT} = k \chi_{s,HT} \) where the constant \( k \) (s\(^{-1}\)) is empirically-determined), so that soil resistance \( r_{sHT} \) was formulated by analytically solving Eq.(65) [70, 73, 84], as:
\[ r_{sHT}^{-1} = \sqrt{(\eta_{sat} - \eta_w)D_{HT}k} \quad (68) \]

Recently, the HT oxidation process has been empirically formulated as a function of soil water content and soil temperature [108–110], leading to a sophisticated but practical formulation of \( r_{sHT} \) by Yamazawa et al. [102], as:
\[ r_{sHT}^{-1} = C_{ref}F_tF_w \quad (69) \]

where \( C_{ref} = 0.27 \text{ mm s}^{-1} \) is the reference soil conductance, and \( F_t \) and \( F_w \) are dimensionless functions characterizing the dependencies of \( r_{sHT} \) on the volumetric soil water content \( \eta_w \) and the soil temperature \( T \) (°C), as:
\[ F_w = a\{1 - \exp(b \eta_w)\} - c \eta_w \quad (70) \]
\[ F_t = 0.0151T + 0.755 \quad (71) \]

where \( a, b \) and \( c \) are empirically determined constants (\( a = 1.73, b = -17 \) and \( c = 4.2 \)). The moisture function, Eq.(70), reflects the regulation of the HT flux by the efficiency of HT oxidation as well as by HT diffusion in soil.

After HT deposition to soil, HTO formed at the soil surface is emitted to the atmosphere, driven by the HTO concentration gradient across the soil-atmosphere boundary. Although the soil profile of the deposited HTO differs between the HT and HTO cases [70, 104, 113–115], the dynamics of HTO emission after HT deposition is basically identical to that after HTO deposition (see Section 5.2).
To quantitatively evaluate the HT deposition velocity and to understand HT deposition and HTO emission in real environments, several field HT release experiments have been conducted. These have ranged from small-scale studies [70, 101, 116–120] to intensive, large-scale ones in France [120, 121] and in Canada [104, 113, 122–124]. These experiments demonstrated that HT deposition occurs mainly in the top few centimetres of soil and decreases with depth. The measured HT deposition velocities ranged from $10^{-5}$ m s$^{-1}$ to $10^{-3}$ m s$^{-1}$ [101, 104, 116, 118–120, 122–126]. These variations, over two orders of magnitude, seem to be mainly driven by soil conditions (water content and temperature), which regulate HT diffusion in soil and microbial HT oxidation, as theoretically described above [101, 104, 116, 118, 119, 121].

5.4. CONCLUSIONS

The status of modelling of deposition of atmospheric HTO and HT to surface soil and the reemission of HTO from the soil to the atmosphere have been briefly reviewed, and basic formulations for these processes have been presented. Because the resistances for the elemental processes comprising the deposition/reemission process critically depend on the gaseous and aqueous transport phenomena in the surface atmosphere and in the soil, basic theories for boundary layer diffusion and soil hydrology were also presented. Overall, many formulations are available for HTO deposition, which are generally based upon the water evaporation process from soil to the atmosphere. However, formulations of the HT deposition process are still limited, and further development is necessary, including models that treat the HT oxidation process in soil as a function of soil texture.
6. HTO UPTAKE IN PLANTS AND OBT FORMATION DURING DAY LIGHT

6.1. OVERVIEW

Tritium is a radioactive isotope of hydrogen that can be released to the environment in small amounts during routine operation of nuclear facilities, and in higher amounts during some types of accidents.

Tritium emitted into the atmosphere is subject to meteorological conditions, such as:

— Diffusion, which causes the tritium concentration decreases due to local mixing conditions;
— Advection, when the wind transports the tritium downwind.

The atmospheric transport of all forms of tritium, including tritium vapours (i.e. HTO and $\text{T}_2\text{O}$) and molecular tritium (i.e. HT and $\text{T}_2$) is similar to the transport of other radionuclides in that atmospheric tritium plumes are depleted via wet and dry deposition mechanisms. While dry deposition occurs for most non-noble gas radioactive species and results in diminished plume concentrations downwind, the mechanisms governing dry deposition of tritium are unique.

The major biophysical processes that characterise tritium dry deposition are:

— Initial deposition to ground and vegetation;
— HT conversion to HTO in soil, due to bacterial action;
— HTO uptake by plants, with some HTO being converted to OBT;
— HTO re-emission to atmosphere from soil and plant;
— HTO uptake by roots;
— HTO transport downward in the soil.

The above processes can be generalized as the deposition velocity, $V_{\text{dep}}$, or exchange velocity, $V_{\text{ex}}$, (because tritium transfer is a reversible process), which is the quotient of the net tritium flux to the ground and vegetation, and the tritium air concentration at the same location. For HT and $\text{T}_2$, $V_{\text{dep}}$ is largely a function of soil oxidation, ambient wind speed, and stability conditions. For HTO and $\text{T}_2\text{O}$, $V_{\text{dep}}$ is controlled by vegetation uptake (subject to diurnal fluctuations), deposition to soil, and, as for molecular tritium, existing meteorological conditions.

6.2. DYNAMICS OF HTO UPTAKE IN LEAVES

The dynamics of tritium in SVAT (soil-vegetation-atmosphere transport) may be described in three phases. The first phase is the period of the deposition, when the cloud of HTO passes over the area of interest and atmospheric concentration is the driving force for tritium uptake. The second stage is when HTO is re-emitted from vegetation and soil surfaces into the atmosphere. This process occurs rapidly immediately after the passage of the tritium cloud but later slows. The first and second phases are sensitive to existing meteorological parameters (sunshine, humidity, temperature, and rainfall), as well as on plant physiology and the growth stage of the plants. The third phase starts a few days after the tritium cloud has passed, when soil water tritium is the driving force. In the third stage, the processes that must be considered are the movement of HTO in the root soil, the depth distribution of roots,
evapotranspiration and plant photosynthesis. These can be modelled as slowly-varying processes, using climatic data and approximate dynamics for some plant parameters.

After a brief period of dry deposition, the HTO concentration in the plant decreases rapidly, while the OBT concentration in the whole plant decreases very slowly; but part of the OBT will be translocated to storage parts of the plant. For crops harvested once a year, most of the tritium is in form of OBT. In contrast, for continuously harvested plants, such as forage grass and leafy vegetables, the concentration of HTO will be high in the first few days after an accident. An operational model must include both situations under various agrometeorological conditions. More details are given elsewhere [127].

The driving equation for the transfer of HTO from atmosphere to leaves, ignoring the fraction of tritium input from OBT respiration and tritium output for OBT formation is [12]:

\[
\frac{dC}{dt} = \frac{\gamma V_{\text{exc}}}{M_w} (C_{\text{air}} - \frac{\rho_s C_s}{\beta}) + \frac{V_{\text{exc}}}{M_w} (\rho_s - \rho) C_s
\]

where:

- \(C\) is the HTO concentration in plant water (mainly leaf water) (Bq kg\(^{-1}\));
- \(C_{\text{air}}\) is the HTO concentration in air (Bq m\(^{-3}\));
- \(C_s\) is the HTO concentration in the sap water (transpiration water), resulting from water extraction by roots at different depths (Bq kg\(^{-1}\));
- \(\rho_s\) is the saturated air humidity at the vegetation temperature (kg m\(^{-3}\));
- \(\rho\) is the air humidity at the reference height (kg m\(^{-3}\));
- \(M_w\) is the mobile water mass in the leaves per unit soil surface (kg m\(^{-2}\));
- \(V_{\text{exc}}\) is the exchange velocity between the atmosphere and plant canopy (m s\(^{-1}\));
- \(\gamma\) is the ratio between HTO exchange velocity and water exchange velocity (typically 0.95); and
- \(\beta\) is the isotopic fractionation between tritium and hydrogen (typically 1.1).

Eq. (72) is used for the whole canopy, ignoring the transfer of air HTO to stems, because the exchange velocity to stems is smaller than that to the canopy by one order of magnitude. The initial diffusion of leaf water to stems is also ignored, because of its slow exchange velocity and the flushing of the stems by a sap flux with definitely lower HTO concentrations initially. In the transition period, the stem water and leaf water gradually equilibrate with the soil water but, generally, the details of this period are ignored for stems, because of their minor contribution to plant water concentration. The second term in Eq. (72) includes in fact the transpiration flux.

Eq. (72) can be simplified, if it is assumed that the HTO concentration in air, \(C_{\text{air}}\), is constant, that the exchange velocity between atmosphere and plant canopy, \(V_{\text{exc}}\), is constant and that the tritium transfer to soil can be ignored:

\[
C_{TFWT} = C_\infty (1 - e^{-kt})
\]

where:

- \(C_{TFWT}\) is the HTO concentration in plant at time \(t\) (Bq L\(^{-1}\));
- \(C_\infty\) is the steady-state tissue free water tritium (TFWT) concentration (Bq L\(^{-1}\));
- \(k\) is the constant rate for HTO uptake (h\(^{-1}\)); and
- \(t\) is the time after the beginning of the exposure (h).
In Eq. (73), the steady-state TFWT concentration, $C_{\infty}$, and the constant rate for HTO uptake, $k$, are given by the following equations:

\begin{align*}
C_{sv} = \frac{\rho_a}{\beta \rho_s} C_{ah} \\
k = \frac{\gamma V_{exc} \rho_s}{\beta M_w}
\end{align*}

where:

$\rho_s$ is the water vapour density in the stomata (g m$^{-3}$);

$\rho_a$ is the water vapour density in the atmosphere (g m$^{-3}$); and

$C_{ah}$ is the HTP concentration in atmospheric moisture (Bq L$^{-1}$).

The Eqs. (73)–(75) were used in different studies [128–131] in order to explain the experimental data for various plants and environmental conditions. In all these studies [128–131], the large variability between plants and the different environmental conditions emphasized the need to account for the variability of the exchange velocity.

6.3. EXCHANGE VELOCITY APPROACH

It is well known that there is a similarity between water vapour transport in nature and electrical circuits, because, in both cases, the transport is due to specific gradients: the specific humidity in the case of water transport and the electric potential in the case of electricity. Consequently, all environmental resistances have analogies with electrical resistances, because, in both cases, the resistance represents the ratio between a potential difference and a flux of a certain scalar.

It is well established that HTO transfer from air to leaves depends on leaf resistance [12]. At the canopy level, the transfer from the reference height to the canopy (atmospheric resistance, $R_a$ (s m$^{-1}$)) must be considered together with the transfer from the canopy air to the leaves (boundary layer resistance, $R_b$ (s m$^{-1}$)) and the transfer from leaf surface to leaf interior (canopy resistance, $R_c$ (s m$^{-1}$)) (see Figure 20). The canopy resistance, $R_c$, is an integral over the all stomatal resistances of the plant leaves. The exchange velocity, $V_{exc}$ (m s$^{-1}$) is defined as:

$$V_{exc} = \frac{1}{R_a + R_b + R_c}$$

In Eq. (76), the canopy resistance, $R_c$, is the predominant factor.
FIG. 20. The analogy between environmental resistances and electrical resistances.

FIG. 21. Visualization of momentum transfer (taken from [132]).
The layer of air adjacent to leaves or soil surface is called the boundary layer. This boundary layer is extremely important for life, as it is a critical path for the transfer of trace gases, momentum and energy between the atmosphere and biosphere [133].

Turbulent eddies are responsible for transporting tritium through the surface boundary layer. The transport processes associated with the transfer of heat, mass and momentum modify the properties of the atmosphere. The momentum must be transferred downward (see Figure 21). A force is needed to change the momentum transfer from one level to another. This drag force or shear stress is equivalent to the momentum flux density.

The classical view of the evolution of flow over a leaf starts with a uniform and laminar stream of air upwind from the leaf. As the air encounters the leaf, there is drag at the surface and shear starts. A wind velocity profile and a boundary layer evolve. Initially the flow remains laminar throughout the boundary layer, but, a short distance from the edge, flow becomes perturbed and turbulence is generated. A logarithmic wind profile develops in the turbulent zone. However, there is always a laminar boundary layer in close contact with the leaf. In the turbulent zone, there is a turbulent and laminar boundary layer. The logarithmic wind profile is given by:

\[ u(z) = u_* \frac{\ln \frac{z}{z_0}}{k} \]  

where:
- \( u_* \) is the friction velocity (m s\(^{-1}\));
- \( k \) is von Karmann’s constant (typically 0.40)
- \( z \) is the height above the ground (m); and
- \( z_0 \) is the roughness parameter.

It defines the effectiveness of a canopy to absorb momentum and is valid only for very short vegetation and for a neutrally stratified atmosphere.

Aerodynamic resistance determines the rate that momentum and other scalars are transported between a given level in the atmosphere and the vegetation’s effective surface sink and is given by:

\[ R_u = \frac{1}{k u_*} \ln \frac{z - d}{z_0} - \Psi_c \]  

where:
- \( d \) is the Zero-Plane Displacement Height which represents the level at which surface drag acts on the roughness elements or the level which would be obtained by flattening out all the roughness elements into a smooth surface; and
- \( \Psi_c \) is the adiabatic correction function.

In the boundary layer, heat and water vapour are transferred through molecular diffusion (conduction). The long timescale involved can be represented by a large resistance, the boundary layer resistance, given by the following relationship:
\[ R_b = \frac{1}{k u_*} \ln \frac{z_0}{z_c} = \frac{\text{const}}{k u_*} \left( \frac{S_c}{\text{Pr}} \right)^{\frac{2}{3}} \]  

(79)

where:
- \( z_c \) is the scalar roughness length (m);
- \( S_c \) is the Schmidt number;
- \( \text{Pr} \) is the Prandtl number; and
- \( \text{const} \) is a constant often assumed to be 2 uniform canopies, but which can be much larger over rough, incomplete canopies.

The magnitude of boundary layer resistance, \( R_b \), depends mainly on the depth of the boundary layer and is proportional to the ratio between leaf size and wind speed.

Both \( R_a \) and \( R_b \) are affected by meteorological conditions like wind speed and atmospheric stability, as well as crop height and leaf size and both of them decrease with increasing wind speed and crop height. Typically, these resistances are smaller over tall forests than over short grass; in addition, they are smaller under unstable atmospheric thermal stratification than under neutral and stable stratification. Some typical values for boundary layer resistance are given in Table 14 for a wind speed of 4 m s\(^{-1}\) [134].

A study [134] indicates a typical value less than 20 m s\(^{-1}\) for both atmospheric resistance and boundary layer resistance over a temperate deciduous forest during the daytime; the same study [134] gives a value greater than 150 m s\(^{-1}\) for atmospheric resistance during the night, when the turbulent mixing height is reduced. In most cases, canopy resistance prevails.

6.4. MODELLING APPROACHES FOR CANOPY CONDUCTANCE

Canopy resistance, \( R_c \), is a function of canopy stomatal resistance, \( R_{\text{stom}} \) (s m\(^{-1}\)), canopy cuticle resistance, \( R_{\text{cuticle}} \) (s m\(^{-1}\)), and soil resistance, \( R_{\text{soil}} \) (s m\(^{-1}\)), all of them acting in parallel, according to the following simple relationship:

\[ \frac{1}{R_c} = \frac{1}{R_{\text{stom}}} + \frac{1}{R_{\text{cuticle}}} + \frac{1}{R_{\text{soil}}} \]  

(80)

All resistances in Eq. (80) are affected by leaf area, stomatal physiology, soil pH, and the presence and chemistry of the liquid drops and films.

The simplest approach to describe canopy resistance is the so-called ‘Big-Leaf’ resistance approach that assumes that the whole canopy is a single big leaf. This approach is based on an electric analogy, because the current flow (i.e. mass or energy flux density) in such a transfer scheme is given by the ratio between a potential and the sum of the resistances to the flow, according to the relationship:

\[ F_c = \frac{C_a - C_0}{R_a + R_b + R_c} \]  

(81)

where:
- \( F_c \) is the flux of a scalar (Bq m\(^2\) s\(^{-1}\));
- \( C_a \) is the concentration of a scalar in the atmosphere over vegetation (Bq m\(^{-3}\));
- \( C_0 \) is the internal concentration of the scalar (Bq m\(^{-3}\)).

The scalar in the case of Eq. (81) is tritium.
More elaborate and complex approaches for canopy resistance use a multilayered canopy and consider the partial flux for each layer. The key point for both simple and complex approaches is the scaling from stomatal resistance to canopy resistance, because water and carbon dioxide diffuse across the stomatal cavity, while the leaf is a sum of all the stomata.

Water and carbon dioxide, CO₂, move by diffusion in opposite directions between stomata and air. Water evaporates from cell walls, and moves from the stomata to the air, whereas CO₂ moves from the air, via the stomata into the mesophyll, where it is reduced to sugars by chemical reactions in the Calvin cycle. If the resistance for CO₂ transport from the stomata to the mesophyll is neglected, then the diffusion equations can be written as:

\[ E = 1.6 \times g \times \frac{\rho_a}{M_a} \times \frac{e_i - e_a}{p} = 1.6 \times g \times D \]  \hspace{1cm} (82)  
\[ A_n = A_g - R_d = g_{sc} \times (C_s - C_i) \]  \hspace{1cm} (83)

where:

- \( E \) is the rate of water evaporation (mol m⁻² s⁻¹);
- \( g \) is the effective aerodynamic and stomatal conductance (m s⁻¹);
- \( \rho_a \) is the specific mass of air (kg m⁻³);
- \( M_a \) is the molar mass of air (kg mol⁻¹);
- \( e_i \) and \( e_a \) are the vapour pressures in the intercellular spaces and in the ambient air, respectively (Pa);
- \( p \) is the atmospheric pressure (Pa);
- \( D \) is the molar vapour concentration gradient between the intercellular space and the air (mol m⁻³);
- \( A_n \) and \( A_g \) are the net and gross CO₂ assimilation rates, respectively (mol m⁻² s⁻¹);
- \( R_d \) is the respiration rate (mol m⁻² s⁻¹);
- \( g_{sc} \) is the stomatal conductance (m s⁻¹);
- \( C_s \) and \( C_i \) are the molar CO₂ concentrations at the leaf surface and in the leaf interior, respectively (mol m⁻³).

Many descriptions of stomatal resistance have been reviewed [135]. In the Jarvis approach [136], environmental factors such as: light, temperature, vapour pressure deficit (abbreviated as VPD), and soil water deficit are uncorrelated and behave as modifying factors (between 0 and 1) for a minimal canopy resistance. These several variables make the calculation somewhat inconvenient. The basic equation of the Jarvis approach is:

\[ R_c = \frac{R_{c_{\text{min}}}}{LAI \times F1 \times F2 \times F3 \times F4} \]  \hspace{1cm} (84)
where:

- $R_{c_{\text{min}}}$ is the minimum leaf resistance, which is plant specific (s m$^{-1}$);
- $F_1$ is a factor dependent on photosynthetic active radiation (PAR);
- $F_2$ is a factor dependent on air temperature (heat stress);
- $F_3$ is a factor dependent on air humidity (dry air stress);
- $F_4$ is a factor dependent on soil moisture (dry soil stress).

In the Ball-Woodrow-Berry model [137] (abbreviated as BWB), the stomatal conductance for CO$_2$, $g_{sc}$, is dependent: (i) directly on the CO$_2$ concentration at the leaf surface, $C_s$; (ii) directly on the relative humidity at the leaf surface, $h_s$; and (iii) indirectly on temperature and radiation, via photosynthesis. The stomatal conductance is:

\[
g_{sc} = g_0 + \frac{a \cdot A_g \cdot h_s}{C_s}
\]

where:

- $g_0$ is the minimal stomatal conductance (m s$^{-1}$); and
- $a$ is an empirical coefficient.

The main limitation of the BWB model is that “$a$” in Eq. (85) is an empirical factor.

An improved version of the BWB model [138] (referred to here as the Leuning model) includes the compensation point for CO$_2$, $\Gamma$ (i.e. the CO$_2$ concentration for which CO$_2$ uptake equals the CO$_2$ production) and replaces the relative humidity at leaf surface, $h_s$, with a function dependent on VPD.

A different approach [139] suggested that the stomata operate to minimize the evaporative cost of plant carbon gain. This condition is met if the marginal water cost of assimilation is constant in time. However, this is not the general case.

In the laboratory experiments, $C_i$ is often found to be a fraction of $C_s$. For sufficiently high levels of solar radiation, it appears that the ratio between $C_i$ and $C_s$ is only a function of VPD [140, 141]. This formulation [141] has some difficulties for low light conditions. Recently, a better approach [142] has been proposed for stomatal conductance:

\[
g_{sc} = g_0 + \frac{a_1 A_g}{(C_s - \Gamma)(1 + \frac{D_s}{D_c})}
\]

where:

- $D_s$ is VPD at plant level (Pa);
- $a_1$ and $D_*$ (Pa) are parameters derived from the closure relationship of $C_i$;

\[
\frac{(C_i - \Gamma)}{(C_s - \Gamma)} = f_0 - a_d D_s
\]

where $f_0$ and $a_d$ are empirical parameters found as regression coefficients of experimental data based on complex studies [143] (see Table 15).

In Eq. (86), the key parameter, $D_*$ also depends on the mesophyll conductance, $g_m$. 
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TABLE 15. EXPERIMENTAL VALUES OF THE EMPIRICAL PARAMETERS \( f_0 \) AND \( a_d \) FOR DIFFERENT TYPES OF VEGETATION [143]

<table>
<thead>
<tr>
<th>Vegetation type</th>
<th>( f_0 )</th>
<th>( a_d ) (kPa(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low vegetation C3</td>
<td>0.89</td>
<td>0.07</td>
</tr>
<tr>
<td>Low vegetation C4</td>
<td>0.85</td>
<td>0.015</td>
</tr>
<tr>
<td>Scots pine</td>
<td>0.093</td>
<td>0.12</td>
</tr>
<tr>
<td>Rice and Phalaris grass</td>
<td>0.89</td>
<td>0.18</td>
</tr>
<tr>
<td>Temperate forest</td>
<td>0.875</td>
<td>0.06</td>
</tr>
<tr>
<td>Boreal forest</td>
<td>0.4</td>
<td>0.12</td>
</tr>
</tbody>
</table>

In a recent paper [144], the dependence of \( D^* \) on \( g_m \) was tested and found to be weak. Melintescu and Galeriu [144] found for \( D^* \) an average value of 1.2 kPa (range 1.09–1.3) for C3 plants and 8 kPa (range 7.8–8.33) for C4 plants. Details about C3 and C4 plants are given elsewhere [140, 143]. The assimilation rate of CO\(_2\) can be seriously affected by soil water stress, especially during the summer time when the water supply is low. Using a correction for water stress [142], gross CO\(_2\) assimilation rate is given by:

\[
A_g^* = A_g[2\beta(\tilde{\theta}) - \beta^2(\tilde{\theta})] \quad (88)
\]

\[
\beta(\tilde{\theta}) = \max[0, \min(1, \frac{\theta - WP}{FC - WP})] \quad (89)
\]

where:

- \( A_g^* \) is the unstressed assimilation (mol m\(^{-2}\)s\(^{-1}\));
- \( \tilde{\theta} \) is the average soil water content in the root zone;
- WP is the wilting point; and
- FC is the field capacity.

For physiological approaches, the scaling from leaf to canopy involves the integral of the photosynthetic rate for the entire canopy at the canopy height (i.e. LAI). For example, starting with the Eq. (86), the canopy conductance is given by:

\[
g_{c,w} = \int_0^{\text{LAI}} \left[ g_0 + \frac{a_l A_g}{(C_s - \Gamma)(1 + \frac{D_l}{D_s})} \right] dL = g_0 \text{LAI} + \int_0^{\text{LAI}} a_l A_g dL \quad (90)
\]

Physiological approaches are based on rates of photosynthesis. Many models from the simplest to the most complex describe photosynthesis. Some of them are reported below.

The assimilation rate depends on environmental conditions (e.g. temperature, CO\(_2\) concentration, light intensity, humidity, and oxygen concentration). Many approaches are used to estimate the assimilation rate. The most comprehensive approach [145], a biochemical model (referred to here as the Farquhar model), treats CO\(_2\) assimilation as a process limited by a number of factors, each of them controlling different sub-processes, such as rubisco-limited carboxylation, light-limited electron transport, and carboxylase–oxygenase production. Each limiting factor results in a maximum allowable assimilation rate, and the
minimum of these allowable rates is considered the actual assimilation. On the scale of a leaf, the model needs eleven parameters, six of which are plant dependent. In nature, assimilation of CO$_2$ depends on nutrients and plant age.

Another approach [146] ignores the limitation resulting from carboxylase–oxygenase production in C3 plants and only considers a combination of both rubisco-limited carboxylation and light-limited electron transport limiting processes (co-limitation). A simplified biokinetic model for C4 plants was reported [147] with parameters fitted to a maize cultivar from the Southern United States. A simplified biochemical model [148] was carefully fitted with experimental data from three C4 grass species.

The biochemical models [145, 149] were intensively used with the stomatal conductance defined in the BWB model [137] for land-atmosphere interaction modelling purposes, despite a limitation during the drought conditions.

The leaf-level photosynthesis model [150] (herein abbreviated as TJ (Thornley-Johnson)) featuring simplified gas exchange, but emphasizing stomatal control of assimilation, has received less attention in the literature. Recently, field data [151], obtained for eleven plant species, helped to refine the model parameters for the Farquhar and TJ models. When the results of both models were compared, the Farquhar model explained on average 66% and 82% of the observed variation in the net net photosynthesis rates of C3 and C4 plants, respectively, while the TJ model explained 72% and 76% of the variation, respectively. The more mechanistic, detailed approach to biochemical processes in the biochemical photosynthesis model (i.e. the Farquhar model) was not significantly better than the simpler leaf photosynthesis model (i.e. the TJ model) at predicting the field data.

Although parameter values are known or agreed upon for large scale environments (biomes), realistic model parameter values are difficult and expensive to obtain for specific cultivars of many agricultural crops (e.g. around a nuclear facility).

For practical reasons, another approach [144] uses the canopy photosynthesis model from the WOFOST crop growth model [152]. The leaf gross photosynthesis rate, $A_{Lg}$, is:

$$A_{Lg} = A_{\text{max}} (1 - \exp(-\frac{\varepsilon A_{\text{max}}}{I_a}))$$

(91)

where:

- $A_{Lg}$ is the gross assimilation rate (kg m$^{-2}$d$^{-1}$)
- $A_{\text{max}}$ is the maximum photosynthesis rate at light saturation (kg m$^{-2}$ d$^{-1}$);
- $\varepsilon$ is the initial slope or light use efficiency (kg J$^{-1}$); and
- $I_a$ is the absorbed photosynthetically active radiation (PAR) (µmol m$^{-2}$s$^{-1}$).

<table>
<thead>
<tr>
<th>T (°C)</th>
<th>$A_{\text{max}}$ (kg CO$_2$ m$^{-2}$h$^{-1}$)</th>
<th>$\varepsilon$ (kg CO$_2$ J$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>19.0</td>
<td>0.33</td>
</tr>
<tr>
<td>20</td>
<td>36.5</td>
<td>0.33</td>
</tr>
<tr>
<td>25</td>
<td>55.5</td>
<td>0.32</td>
</tr>
<tr>
<td>30</td>
<td>74.0</td>
<td>0.32</td>
</tr>
<tr>
<td>35</td>
<td>70.7</td>
<td>0.32</td>
</tr>
</tbody>
</table>
\( A_{\text{max}} \) depends on the crop type and age, as well as on ambient temperature, while \( \varepsilon \) depends on the crop type, but the weak temperature dependency is ignored in Eq. (91). \( A_{\text{max}} \) depends also on \( C_i \) (determined by ambient concentration, boundary and stomatal conductance). A parameter database for many cultivars of the main agricultural crops in Europe has been established and adapted for Romanian conditions [127, 153]. Many plant specific results given by the biochemical models can be reproduced using the simplified WOFOST model. For example, experimental data for maize [147] (Table 16) and grass [148] (Figure 22) are well reproduced, using the WOFOST model.

The Romanian approach [144] was tested against experimental data for the stomatal resistance of different plant types and the comparisons between model and data are good (see Table 17).

To scale from leaf to canopy, it is necessary to distinguish between sunlit and shaded leaves and to take into account the difference between the air temperature (above the crop) and the canopy temperature. To explain experimental data, the effect of the stage of crop development on photosynthesis and canopy resistance (aging effect) must be considered. All these effects are taken into account using the WOFOST model and the bulk canopy energy budget, although Melintece and Galeriu [144] ignored the difference between temperature and stomata resistance for shaded and sunlit leaves in field conditions.

\[ \text{Squares: experimental data} \]
\[ \text{Line: model} \]
\[ \text{Chi}^2 = 0.15201 \]
\[ A_{\text{max}} \ 39.15192 \pm 0.46071 \]
\[ \varepsilon/A_{\text{max}} \ 0.00148 \pm 0.00004 \]

**FIG. 22.** Comparison between the WOFOST model and experimental data for Kansas grass at an ambient temperature of 40°C.
### Table 17. Comparison Between the Experimental and Theoretical Data for the Maximum Stomatal Resistance

<table>
<thead>
<tr>
<th>Plant type</th>
<th>Exp. val. (s m⁻¹)</th>
<th>Model val. (s m⁻¹)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wheat (vegetative stage)</td>
<td>41–52</td>
<td>56</td>
<td>Baldocchi [154]</td>
</tr>
<tr>
<td>Wheat (anthesis)</td>
<td>62–100</td>
<td>60</td>
<td>Baldocchi [154]</td>
</tr>
<tr>
<td>Maize (vegetative stage)</td>
<td>121–131</td>
<td>111</td>
<td>Baldocchi [154]</td>
</tr>
<tr>
<td>Wheat</td>
<td>17–20</td>
<td>18</td>
<td>Choudhury and Idso [155]</td>
</tr>
<tr>
<td>Potato</td>
<td>100–130</td>
<td>130</td>
<td>Vos and Groenwold [156]</td>
</tr>
<tr>
<td>Alphalhpha</td>
<td>100–120</td>
<td>110–130 (depends on VPD)</td>
<td>Saugier and Katerji [157]</td>
</tr>
<tr>
<td>Soya</td>
<td>66</td>
<td>70</td>
<td>Oliosa et al. [158]</td>
</tr>
<tr>
<td>Grass C3</td>
<td>74</td>
<td>74–120 (depends on VPD)</td>
<td>Knapp [159]</td>
</tr>
<tr>
<td>Grass C4</td>
<td>151</td>
<td>156–178 (depends on VPD)</td>
<td>Knapp [159]</td>
</tr>
</tbody>
</table>

### 6.5. OBT Formation During Daytime

Based on the photosynthetic reaction and stoichiometric relationships, OBT production during daytime is linked to the HTO concentration in leaves and the rate of photosynthesis. The dynamics of OBT concentrations in plant parts (ignoring OBT production during the night) [144] are given by the following equation:

\[
\frac{dC_{\text{OBT}}}{dt} = \frac{P_D \cdot 0.6 \cdot FD \cdot C_{\text{HTO}}}{Y} - C_{\text{OBT}}
\]  

(92)

where:

- \(C_{\text{OBT}}\) is the OBT concentration in the whole plant (Bq kg⁻¹ dry matter (dm));
- \(C_{\text{HTO}}\) is the HTO concentration in leaf water (Bq L⁻¹);
- \(P_D\) is the dry matter net production rate (kg dm⁻² s⁻¹) and is time dependent, with \(P_D = \frac{30}{44} P_C\);
- \(P_C\) is the CO₂ assimilation rate (net respiration) (kg m⁻² s⁻¹);
- \(Y\) is the total plant yield and is time dependent (kg dm⁻²);
- 0.6 is a stoichiometric factor which links water assimilation by organic molecules with dry matter production;
- FD is the discrimination ratio (the ratio between OBT formation and organically bound hydrogen (OBH) formation), with an average of 0.5, but with a range between 0.45 and 0.55.

In Eq. (92), the net dry matter production (gross assimilation minus respiration and the subsequent conversion to dry matter) is a first approximation that cannot accurately reproduce the dynamics the week after the passage of the plume. An improved approach is being developed.

The results of the Romanian model [144] and experimental data for wheat [160] are compared in Table 18. Model results [144] for potato are given in Table 19.
TABLE 18. COMPARISON BETWEEN THE EXPERIMENTAL DATA [160] AND MODEL PREDICTIONS [144] FOR RELATIVE OBT CONCENTRATION IN WHEAT AT HARVEST

<table>
<thead>
<tr>
<th>Time</th>
<th>Rel. OBT conc. at harvest (%)</th>
<th>Exposure conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exp.</td>
<td>Model</td>
</tr>
<tr>
<td>Dawn</td>
<td>0.18</td>
<td>0.29</td>
</tr>
<tr>
<td>Day</td>
<td>0.25</td>
<td>0.34</td>
</tr>
<tr>
<td>Dusk</td>
<td>0.20</td>
<td>0.34</td>
</tr>
<tr>
<td>Night</td>
<td>0.15</td>
<td>0.31</td>
</tr>
</tbody>
</table>

TABLE 19. MODEL PREDICTIONS [144] FOR RELATIVE HTO UPTAKE, HTO HALF-TIME AND RELATIVE OBT CONCENTRATION IN POTATOES AT HARVEST

<table>
<thead>
<tr>
<th>Day of year</th>
<th>DVS *</th>
<th>LAI</th>
<th>Canopy resistance (s m⁻¹)</th>
<th>Rel. HTO uptake # (%)</th>
<th>HTO half-time (min)</th>
<th>Rel. OBT &amp; (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>162</td>
<td>1.02</td>
<td>2</td>
<td>75</td>
<td>43</td>
<td>44</td>
<td>3.6 × 10⁻³; 0.03</td>
</tr>
<tr>
<td>177</td>
<td>1.16</td>
<td>3.5</td>
<td>60</td>
<td>51</td>
<td>32</td>
<td>0.026; 0.21</td>
</tr>
<tr>
<td>193</td>
<td>1.31</td>
<td>4</td>
<td>60</td>
<td>49</td>
<td>52</td>
<td>0.051; 0.42</td>
</tr>
<tr>
<td>202</td>
<td>1.4</td>
<td>4</td>
<td>45</td>
<td>50</td>
<td>68</td>
<td>0.075; 0.6</td>
</tr>
<tr>
<td>219</td>
<td>1.55</td>
<td>3.4</td>
<td>95</td>
<td>44</td>
<td>62</td>
<td>0.03; 0.25</td>
</tr>
<tr>
<td>236</td>
<td>1.71</td>
<td>1.9</td>
<td>125</td>
<td>37</td>
<td>90</td>
<td>0.039; 0.33</td>
</tr>
<tr>
<td>177 (night)</td>
<td>1.16</td>
<td>3.5</td>
<td>690</td>
<td>14</td>
<td>600</td>
<td>0.022; 0.23</td>
</tr>
</tbody>
</table>

* DVS represents the development stage of the plant and is 0 at emergence, 1 at anthesis and 2 at harvest;  
# Relative HTO uptake is the concentration of HTO in leaf water at the end of exposure relative to HTO concentration in air moisture;  
& Relative OBT is the OBT concentration at harvest (per kg fw or per L of combustion water, assuming 0.2 g dm in tuber) relative to the HTO conc. in leaf water at the end of exposure.

FIG. 23. Partition fractions of newly produced dry matter of roots, leaves, stems and edible grains as functions of DVS (0 - emergence; 1 - flowering; 2 - full maturity) for a maize cultivar F320 (Southern Romania).
6.6. OBT PARTITION IN PLANT PARTS

The dynamics of OBT concentration in a plant part also include the partition factor (fraction of newly produced dry matter translocated to different plant parts). Gross photosynthesis and respiration must be modeled for crops that are continuously harvested because the dynamics of OBT concentration are complex. Partition factors depend on the plant cultivar (genotype), not just on the plant type. The net assimilation rate depends on crop type, development stage (DVS), leaf area index (LAI), temperature, light and water stress (air vapour deficit and soil water deficit). At each stage of plant development, the newly formed net dry matter is differently distributed between the various plant parts, which means that the initial uptake and change over time depends on plant part. Consequently, we must know the partition factors in order to assess OBT production in edible plant parts. Even for leafy vegetables and pastures, the partition to roots must be known.

Examples of partition fractions of newly produced dry matter for different plant parts of a Romanian maize cultivar are given in Figure 23 [127].

6.7. CONCLUSIONS AND RECOMMENDATIONS

This section is a preliminary attempt to analyze the present status of a robust, relatively simple, model of plant uptake of HTO and OBT production during the day. Models for accidental tritium releases that participated in EMRAS I and EMRAS II vary greatly in their complexity. The simplest models use constant exchange velocities for both daytime and nighttime differing from the average value for the day and night; for OBT production at harvest, the integrated HTO concentration in leaves is multiplied by a coefficient. The most complex models use a layered canopy, extensive dynamics of HTO in leaves, and a combination of the BWB model and a generic Farquhar model for photosynthesis; OBT formation and dynamics are based on carbohydrate formation and translocation in a single plant, Beta Vulgaris.

Up to the present, there was no attempt to analyze the available models from the point of view of their transparency, user friendliness and robustness of the predictions. An overly complex model is difficult to apply in practice, because it requires too many input parameters values that either do not exist or would be very expensive to obtain from experiments. A very simple model cannot cover environmental variability and crop specific properties. A quality assurance procedure does not yet exist for accidental tritium models. More research, along with open collaboration and interaction between nuclear regulators and utilities, is needed to produce an operational model that will be able to satisfy the requirements of transparency, ease-of-use and moderate conservatism. The work done in WG7 must continue until a model is developed that satisfies such demands.
7. OVERVIEW OF EXPERIMENTS ON TRITIUM TRANSFER FROM AIR TO PLANTS AND SUBSEQUENT CONVERSION TO OBT

7.1. OVERVIEW

Tritium, as an isotope of hydrogen, enters into many organic forms, but the interest for nuclear safety resides in its bio-available forms [2]. Organically Bound Tritium (OBT) is defined as “the activity in the combustion water of dry bio-matter that has been washed repeatedly with tritium free water. It represents carbon-bound tritium and buried tritium that was originally formed in living systems through natural environmental or biological processes from HTO (or HT via HTO)” [4] and is primarily formed through photosynthesis in plants, in the presence of tritiated water in leaves. During the night, specific metabolic processes are involved. Knowledge of OBT concentration in crops is essential for assessing ingestion doses. The “non-exchangeable” form of OBT is of primary interest, because its dose coefficient is about 3 times higher than for tritiated water.

Moses and Calvin [161] initially observed OBT formation in the dark by exposing Chlorella algae to HTO in nutrient solution under conditions of light and dark for 3 minutes. Tritium incorporation into the non-exchangeable positions of the organic matter in the dark was one-third of that in the light. Thompson and Nelson [162] exposed primary leaves of soybeans to HTO under conditions of light and dark for 1 or 30 minutes. For the same exposure time, the assimilation of tritium in the dark was only 10% of that in the light.

Formed in leaves, OBT is translocated to the edible plant parts, most of which are reproductive organs. The extent to which OBT is incorporated in edible plant parts depends on the growth stage of the plant at the time of exposure. OBT concentration in the edible plant part is highest in the generative period when the fruits develop [163, 164].

The contribution of OBT to ingestion dose was first recognized in 1994 [165], but only recently was included in the Canadian Standard for routine releases [166].

For routine releases, the contribution of OBT to ingestion dose is less than 30% and greatly depends on local consumption. For accidental releases, there is still debate as to its importance; in some situations, it can contribute as much as 80% to the tritium dose [68]. Even now, it is not possible to harmonize different views and to agree on the best model for risk assessment after an accidental tritium release. The requirements for a robust, transparent and relatively simple model that is moderately conservative have been formulated, but the development of such a model is difficult, because tritium transfer to crops is subject to changing environmental conditions (meteorology) and depends on many plant physiological processes with site specific parameters (adaptation). Models must be based on physical reality and must be subjected to quality assurance procedures including uncertainty and sensitivity studies; they must also be tested with experimental data [167]. Only a few blind tests of models against experimental data have been done in the past [4, 168] and this limits our ability to demonstrate model reliability.

The debate over the impact of night production of OBT is ongoing. Experimental results show that the formation of OBT at night is usually less than during the day for similar air concentrations. However, for the same source term, the air concentration of tritiated water at night is up to 40 times higher than during the day. Uptake of HTO by leaves at night is higher than expected, up to a third that of the day. In a few cases, conversion of OBT at night has been observed to be higher than during the day (see later in this section).
A recent review of tritium in plants [5] mentioned the impact on ingestion dose of OBT resulting from short term releases; normally French and Canadian nuclear safety authorities [169, 170] concentrate on the dose impact of routine releases. No detailed review of experimental findings for short term exposures exists, and the present report hopes to remedy this shortcoming. In this section, published, but obscure results, that include nighttime data from the open literature are presented. A brief review of processes involved in the production and transport of assimilates in crops is included, but modelling approaches will be a subject of a further report.

The experimental data presented are organized according to the country of origin. Key aspects are reviewed. Existing difficulties and the need for further international collaboration will be emphasized.

7.2. EXPERIMENTS IN GERMANY: WHEAT, BEAN, POTATO

7.2.1. Wheat

In the first systematic experimental approach [160], a dedicated climatic chamber was used in the laboratory for the dark experiments. A diminished leaf uptake rate was observed, because of a significant, but not complete, closure of the stomata. The plant/air concentration ratios in dark conditions were reduced to 23% in leaves, to 25% in stems and to 59% in ears, compared with those observed in high light conditions. No significant difference in the HTO uptake between spring wheat and winter wheat leaves was observed. In leaves, initial OBT concentrations in the dark were typically half those in high light conditions. It was clearly demonstrated that a small, but not insignificant, amount of OBT is incorporated under night conditions in leaves, stems and ears. This indicates that tritium can be incorporated into organic matter not only by photosynthesis, but also by metabolic pathways independent of light (e.g. by reactions of the tricarboxylic acid cycle or other metabolic conversions). In an extended night experiment, the OBT concentrations in the ears increased by a factor of 3 during the extended dark period. This indicates high rates of metabolic turnover in the ears, which does not result in de-novo synthesis of organic material.

The total OBT in the plant increased until day 1 after exposure, because the HTO concentrations in the exposure chamber decreased slowly, as did the TFWT concentrations in the plants. OBT had been transported into the grains by the end of day 1. While the fractions of OBT to total tritium in leaves, stems and husks decreased with time, OBT in grain increased considerably until harvest. Apparently, little loss of OBT occurs from grain once translocation has taken place.

To quantify the translocation of OBT to grain, a so-called translocation index (TLI) was defined. The TLI is the fraction of the OBT concentration in grain at harvest (Bq mL\(^{-1}\) water of combustion) relative to the TFWT concentration in leaves (Bq mL\(^{-1}\)) at the end of exposure to HTO. This definition will be used in this section.

The TLI, observed in a series of exposure experiments with potted spring wheat in different growth stages between anthesis and maturity, shows that the final OBT concentration in the grain was highly dependent on the time of exposure (Table 20 and Figure 24). Under night time conditions (experiments Wn2b WN2a in Table 20) the uptake into TFWT of leaves was about four times lower than that under daylight conditions. Relative to the same TFWT concentration, the initial OBT concentration in leaves in the dark is about half that in daylight conditions. The values of TLI in Figure 24 are not relevant, because the OBT concentrations
at harvest are being compared with HTO concentrations in leaves at the end of the 2 hour experiment when HTO concentrations in leaves are still high. Note that night and day values are similar.

The general processes of wheat growth explain the shape of the time dependence of the translocation index in Figure 24. Results for growth of grain (dry matter – dm) and the growth rates of grain and above ground plant (Table 21) were obtained using the WOFOST crop growth model [152] for a generic winter wheat and average weather in Central Germany. Partition reflects the share of new dry matter translocated to the grain (after respiration). When the grain starts to fill, the partition to grain is small and the growth dilution effect is high (compare ear at day 1 and harvest in Table 20), thus resulting in a low TLI. Once the grain has matured, much of the OBT formed in the leaves is being used for maintenance respiration and little remains to be translocated to grain.

A series of experiments were done in the field to observe daily variations in the OBT accumulation in grain at harvest [171, 172]. A plastic box was mounted in a field and tritium was released into the box for 1 hour (with ventilation). Subsequently, the box was opened and the plants were left to grow naturally. Conditions in the box (relative humidity, temperature) were recorded, as was the photosynthetically active radiation above the box (PPFD). Experimental data (hour of the start of the experiment, average temperature and relative humidity, PAR outside the box, and day after flowering) for the hour-long exposure in the box are given in Table 22. Note that the experiments in 1996 (shown in bold and shaded in Table 22) are of better quality, because the levels of CO₂ in the box were maintained at natural values.

The initial (1 h) concentration of HTO in the leaves relative to the average concentration of HTO in air moisture in the box is given in Figure 25.

The atmospheric HTO concentrations in the box during the 1 hour exposures were difficult to maintain at constant levels, and their mean values (as applied in Figure 25) are not the same as those for the last quarter hour (see Figure 26 for the dynamics of HTO in air moisture). Using the experimental results of air concentrations, light and temperature, the leaf HTO at the end of exposure can be successfully modelled [173–175].

Maximum relative Tissue Free Water Tritium (TFWT) concentrations were reached in the leaves under strong sunlight when the stomata were open (mean = 73 ± 19%). Uptake was only slightly reduced in senescing leaves. In the night experiments, a diminished uptake into the TFWT of leaves, stems and ears was observed because of the closure of the stomata (mean = 18 ± 1%). The day vs night difference can also be observed in stems and ears, although the relative TFWT concentrations are much lower than for leaves because the surface area relative to mass is smaller. The HTO uptake into leaves under laboratory conditions was 86 ± 2% in high light conditions and 20 ± 7% during the night after 2 hours [172].

The half-lives of HTO concentrations in the first hour after the end of exposure are given in Table 23; their values demonstrate the diurnal pattern of canopy conductance.
**TABLE 20. EXPERIMENTAL DATA FOR HTO AND OBT CONCENTRATIONS (Bq mL⁻¹) IN WHEAT [172]**

<table>
<thead>
<tr>
<th>Exp.</th>
<th>W6b</th>
<th>W7b</th>
<th>W6a</th>
<th>W7a</th>
<th>WN2b</th>
<th>W8b</th>
<th>WN2a</th>
<th>W8a</th>
<th>W9b</th>
<th>W9a</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAF *</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ear (1 day)</td>
<td>831</td>
<td>478.6</td>
<td>568</td>
<td>787</td>
<td>822</td>
<td>427</td>
<td>384</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ear (harvest)</td>
<td>81.2</td>
<td>113.7</td>
<td>151</td>
<td>381</td>
<td>222</td>
<td>523</td>
<td>357</td>
<td>481</td>
<td>394</td>
<td>296</td>
</tr>
<tr>
<td>grain (harvest)</td>
<td>51</td>
<td>229</td>
<td>179</td>
<td>483</td>
<td>474</td>
<td>657</td>
<td>447</td>
<td>610</td>
<td>543</td>
<td>362</td>
</tr>
</tbody>
</table>

**OBT**

<table>
<thead>
<tr>
<th>Leaf</th>
<th>Exp.</th>
<th>W6b</th>
<th>W7b</th>
<th>W6a</th>
<th>W7a</th>
<th>WN2b</th>
<th>W8b</th>
<th>WN2a</th>
<th>W8a</th>
<th>W9b</th>
<th>W9a</th>
</tr>
</thead>
<tbody>
<tr>
<td>leaf (2 hours)</td>
<td>81899</td>
<td>89379</td>
<td>94254</td>
<td>86642</td>
<td>72911</td>
<td>106130</td>
<td>67441</td>
<td>93513</td>
<td>98587</td>
<td>96886</td>
<td></td>
</tr>
<tr>
<td>leaf (&gt;1 hours)</td>
<td>64347</td>
<td>66938</td>
<td>59431</td>
<td>71115</td>
<td>91702</td>
<td>80361</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>leaf (&gt;2 hours)</td>
<td>49727</td>
<td>50433</td>
<td>52124</td>
<td>45824</td>
<td>56562</td>
<td>50115</td>
<td>73764</td>
<td>74301</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>leaf (1 day)</td>
<td>2934</td>
<td>4720</td>
<td>3903</td>
<td>4677</td>
<td>6329</td>
<td>6051</td>
<td>6383</td>
<td>4675</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Day after flowering.

**OBT concentrations in grains at the time of harvest, given as percentage of the TWT concentrations in leaves at the end of the exposure (2 h), chamber experiments 1993**

**FIG. 24. Translocation index for OBT in grain (taken from [171]).**
### TABLE 21. RESULTS FOR WINTER WHEAT GIVEN BY THE WOFOST MODEL

<table>
<thead>
<tr>
<th>Daa *</th>
<th>Grain rate (kg ha⁻¹)</th>
<th>Grain rate (kg ha⁻¹ d⁻¹)</th>
<th>Plant rate (kg ha⁻¹ d⁻¹)</th>
<th>Partition</th>
<th>LAI</th>
<th>WLV * (kg m⁻²)</th>
<th>M/G *</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>28</td>
<td>28</td>
<td>254.2</td>
<td>0.1</td>
<td>6.91</td>
<td>0.326</td>
<td>0.28</td>
</tr>
<tr>
<td>0</td>
<td>309</td>
<td>178</td>
<td>261.2</td>
<td>0.7</td>
<td>6.79</td>
<td>0.3203</td>
<td>0.29</td>
</tr>
<tr>
<td>2</td>
<td>820</td>
<td>255</td>
<td>258</td>
<td>1.0</td>
<td>6.68</td>
<td>0.3152</td>
<td>0.29</td>
</tr>
<tr>
<td>6</td>
<td>1828</td>
<td>250</td>
<td>251.4</td>
<td>1.0</td>
<td>6.49</td>
<td>0.3063</td>
<td>0.31</td>
</tr>
<tr>
<td>11</td>
<td>3061</td>
<td>244</td>
<td>242.5</td>
<td>1.0</td>
<td>6.3</td>
<td>0.2971</td>
<td>0.33</td>
</tr>
<tr>
<td>19</td>
<td>4933</td>
<td>222</td>
<td>216.3</td>
<td>1.0</td>
<td>6.06</td>
<td>0.2858</td>
<td>0.36</td>
</tr>
<tr>
<td>21</td>
<td>5360</td>
<td>211</td>
<td>205.8</td>
<td>1.0</td>
<td>6.01</td>
<td>0.2836</td>
<td>0.37</td>
</tr>
<tr>
<td>26</td>
<td>6335</td>
<td>183</td>
<td>177.5</td>
<td>1.0</td>
<td>5.37</td>
<td>0.2534</td>
<td>0.41</td>
</tr>
<tr>
<td>33</td>
<td>7407</td>
<td>124</td>
<td>113.9</td>
<td>1.1</td>
<td>3.09</td>
<td>0.1456</td>
<td>0.45</td>
</tr>
<tr>
<td>34</td>
<td>7521</td>
<td>114</td>
<td>103.4</td>
<td>1.1</td>
<td>2.86</td>
<td>0.135</td>
<td>0.47</td>
</tr>
<tr>
<td>37</td>
<td>7799</td>
<td>82</td>
<td>70.2</td>
<td>1.2</td>
<td>2.25</td>
<td>0.1059</td>
<td>0.52</td>
</tr>
<tr>
<td>44</td>
<td>8012</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.047</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>8012</td>
<td>0</td>
<td>0</td>
<td>0.06</td>
<td>0.003</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

* Day after anthesis (flowering); * weight of green leaves; * the ratio between maintenance respiration and gross assimilate production.

### TABLE 22. EXPERIMENTAL DATA FOR THE HOUR-LONG EXPOSURE IN THE BOX [171]

<table>
<thead>
<tr>
<th>Exp.</th>
<th>f3</th>
<th>f14</th>
<th>f7</th>
<th>f2</th>
<th>f4</th>
<th>f10</th>
<th>f15</th>
<th>f1</th>
<th>f9</th>
<th>f13</th>
<th>f5</th>
<th>f11</th>
<th>f6</th>
<th>f12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start (h)</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>11</td>
<td>14</td>
<td>15</td>
<td>15</td>
<td>20</td>
<td>20</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>T (°C)</td>
<td>18</td>
<td>11</td>
<td>26</td>
<td>28</td>
<td>29</td>
<td>26</td>
<td>32</td>
<td>33</td>
<td>36</td>
<td>29</td>
<td>24</td>
<td>15</td>
<td>17</td>
<td>12</td>
</tr>
<tr>
<td>RH * (%)</td>
<td>76</td>
<td>93</td>
<td>76</td>
<td>76</td>
<td>63</td>
<td>75</td>
<td>63</td>
<td>70</td>
<td>70</td>
<td>72</td>
<td>84</td>
<td>89</td>
<td>89</td>
<td>93</td>
</tr>
<tr>
<td>PPFD * (µmol m⁻² s⁻¹)</td>
<td>160</td>
<td>179</td>
<td>370</td>
<td>644</td>
<td>1230</td>
<td>1160</td>
<td>1830</td>
<td>1180</td>
<td>1375</td>
<td>1170</td>
<td>54</td>
<td>86</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DAA *</td>
<td>18</td>
<td>22</td>
<td>24</td>
<td>17</td>
<td>18</td>
<td>14</td>
<td>28</td>
<td>15</td>
<td>12</td>
<td>21</td>
<td>22</td>
<td>20</td>
<td>22</td>
<td>20</td>
</tr>
</tbody>
</table>

* Relative humidity; * photosynthetically active radiation; * day after anthesis.

![Leaf-TWT related to mean atmospheric HTO](image)

**FIG. 25.** Concentration of HTO in leaves relative to the average concentration of atmospheric HTO during the 1 hour exposure (taken from [171]).
FIG. 26. Time-dependence of HTO concentrations in air moisture in the box.

<table>
<thead>
<tr>
<th>Plant parts</th>
<th>Exposure at dawn (3 exp.)</th>
<th>Exposure at day time (6 exp.)</th>
<th>Exposure at dusk (2 exp.)</th>
<th>Exposure at night (2 exp.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stems</td>
<td>45–49</td>
<td>20–26</td>
<td>130–320</td>
<td>60–190</td>
</tr>
<tr>
<td>Ears</td>
<td>79–91</td>
<td>50–126</td>
<td>210–330</td>
<td>150–920</td>
</tr>
<tr>
<td>Total plant</td>
<td>50–72</td>
<td>27–60</td>
<td>220–340</td>
<td>100–250</td>
</tr>
</tbody>
</table>
FIG. 27. The dynamics of OBT in leaves after a 1 hour exposure to HTO (taken from [171]).

FIG. 28. Translocation index for wheat at different starting hours of exposure.
If we normalize OBT concentrations (combustion water) to the HTO concentrations in leaves at the end of a 1 hour exposure, the dynamics reveal some interesting differences between OBT in leaves under day or night conditions (see Figure 27). Immediately after the end of exposure, the highest relative OBT concentrations were observed in leaves under daylight conditions (1.25±0.34%); these daylight results were about 3 times higher than those under night conditions (0.38±0.05%). For daylight exposures, at the end of the first day post-exposure, leaf OBT is clearly reduced due to assimilate export, which seems to start immediately after the end of exposure. For night conditions, assimilate export is slower and perhaps more active after 24 hours. Despite the large differences in leaf OBT at the end of the exposures at various times of day and night, the OBT in grain at harvest shows similar relative values (mean = 0.25 ± 0.07%) in all cases. This can be partly explained by HTO being resident longer in leaves during night time experiments (F6, F12) allowing a larger contribution of metabolic processes to OBT formation. The translocation index for each experiment is given in Figure 28.

The average dynamics of OBT in leaves and grain are shown in Figure 29 for day and night experiments. Translocation in the night experiments appears to be delayed until the next morning and lasts longer compared with experiments in daylight. Total OBT per plant increases during the first 2 days post-exposure and can decrease to 80% of maximum value at harvest (Figure 30). The large decrease of OBT in leaves is due to translocation to grain and growth dilution. Although maintenance respiration is low in grains, it explains the decrease in total plant OBT.

The correlation between OBT in grain and the integrated HTO concentration in leaves and ears was investigated [172]. The best fit was obtained by adding half the ear concentration to the leaf concentration for day time and using a general factor of 0.2 for the integrated night concentrations (see Figure 31). The total HTO integrated concentration is the sum over the day and night.

Using the slope (0.48) of the line in Figure 31 combined with the average value (0.6) of water released from the combustion of dry matter, a relationship between the harvest value of OBT in grain (Bq kg⁻¹) and the integrated and weighted HTO activity in leaf and ear (distinguishing between day and night) can be deduced. Assuming an average time for grain maturation of 40 days, and a proportionality constant of 0.27, the following relationship can be deduced:

\[
\text{OBT (Bq kg}^{-1}\text{)} = 0.6 * 0.48 * \text{INT (kBq hour L}^{-1}\text{)} = 0.6 * 0.48 * \\
\text{INT (Bq d L}^{-1}\text{)} * 24/1000 = \text{INT (Bq d L}^{-1}\text{)} * 0.27/40
\]

This result shows a simple relationship between OBT concentration in grains and the integrated HTO concentration in leaves and ears. Previously, it was unknown whether or not the correlation was real.

Insights first gained from chamber experiments about the relatively high OBT concentration in grain following exposures at dawn (i.e. partial darkness) and during the night (i.e. complete darkness) were confirmed. Gas exchange measurements showed that assimilation in chloroplasts starts early in the morning when the TFWT concentration in leaves is still high [176].

For wheat, the experimental data obtained from field and chamber studies show that the translocation factor at night is similar to that in the day. For a 1 hour exposure the average value is 0.23%.
FIG. 29. Patterns of relative OBT concentrations in leaves and grains after exposure to HTO and harvest. The data represent means ± 1SD of 7 exposures under day time conditions and of 2 exposures under night-time conditions (taken from [172]).

FIG. 30. The distribution of OBT within wheat plants exposed to atmospheric HTO during the dusk on the 20th day after anthesis (error bars represent counting plus analytical errors) (taken from [172]).
FIG. 31. Correlation between OBT in grain and integrated HTO concentration in leaves and ears (taken from [171]).

TABLE 24. EXPERIMENTAL DATA FOR BEAN AND POTATO [177]

<table>
<thead>
<tr>
<th>Plant part</th>
<th>Exposure at 900 µmol m$^{-2}$ s$^{-1}$</th>
<th>Exposure at 120 µmol m$^{-2}$ s$^{-1}$</th>
<th>Exposure at night</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Beans</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time after flowering (days)</td>
<td>4</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>Leaves</td>
<td>0.7</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>Stems</td>
<td>0.4</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Pods</td>
<td>0.1</td>
<td>0.03</td>
<td>0.4</td>
</tr>
<tr>
<td><strong>Potato</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time after flowering</td>
<td>20</td>
<td>13-25</td>
<td>15-23</td>
</tr>
<tr>
<td>Leaves</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Stems</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>Tubers</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

7.2.2. Beans and potatoes

A limited number of data from chamber experiments were obtained for beans and potatoes [177]. Cultivars of bean (*Phaseolus vulgaris* L., cv. Hilds Maja) and potato (*Solanum tuberosum* L. cv. Erstling and Sieglinde) were grown in pots; the experimental protocol was the same as for the wheat in the first experiment described [160]. The experiments were carried out at 0–24 days after flowering for the bean and 13–45 days for the potato. After 2 hours of exposure at night, the relative leaf/air concentration was 15% in bean and 14% in potato; in the light (900 µmol m$^{-2}$ s$^{-1}$) the relative concentrations were 77% and 83%, respectively. These data are similar to those for wheat and demonstrate a relatively high leaf conductance at night.
The relative OBT concentration at harvest (in terms of leaf HTO at end of 2 hours exposure) is given in Table 24. Based on these data, night translocation in beans appears to be similar to that of wheat, but lower than that of potato. More experimental data are needed.

During the night exposures, the rate of OBT formation was 4–5 times lower than under daylight conditions because the plants were not photosynthesizing. OBT formed at night was created by metabolic processes, independent of light, which are responsible for energy supply, growth and maintenance of plant structures.

As already shown in the above studies with spring wheat, green beans and potatoes, the storage organs represent a sink for organically bound tritium within agricultural ecosystems, which should be considered in models predicting the dynamics of tritium transfer in these systems.

7.3. EXPERIMENTS IN JAPAN: RICE, SOYBEAN AND TANGERINE

Due to restrictions on the use of tritium in experiments, Japan has used deuterium instead. Deuterated water (D\textsubscript{2}O) release experiments were conducted in a greenhouse using many types of vegetation at the Mito site of Ibaraki University and in a climate controlled chamber at the Japan Atomic Energy Agency using rice.

7.3.1. Rice

Rice is an important food in Japan and in many Asian countries and contributes up to 36% of the ingestion intake from background tritium. Potted rice plants were exposed to D\textsubscript{2}O vapour in two identical greenhouses [7.2 m(L) × 1.8 m(W) × 1.8 m(H)]. One was used for daytime experiments, while the other was used for night time experiments [178]. The ripening period of rice, 40–60 days depending on cultivar and climatic conditions, is the stage between flowering (anthesis) and. A rice cultivar (Yumehitachi) harvested after 25 days was used in the experiment. Rice plants were grown in both flooded and non-flooded pots. D\textsubscript{2}O vapour, with a concentration of 20%, was released using an ultrasonic humidifier in a small box connected to the greenhouse and supplied with a flow of dried air. The inside temperature was 29.6–34.1°C during the day and 19.6–23.6°C during the night. The air relative humidity was 44–57% in the daytime and 71–94% at night. Light intensity, as photosynthetic photon flux density, was 158 μmol s\textsuperscript{-1} m\textsuperscript{-2} on average (range 23–370 μmol s\textsuperscript{-1} m\textsuperscript{-2}) during 8 hours of daylight. The release duration was 8 hours and the deuterium concentration in the greenhouse increased gradually. Deuterium concentration in air moisture in the daytime did not increase as expected, so a larger amount of deuterated water was released during the night time experiment. Therefore, deuterium concentrations in air moisture at night were much higher than that in the daytime.

The concentration of the tissue free water deuterium (TFWD) in leaves followed the air D\textsubscript{2}O concentrations, and the ratio reached 0.53 at the end of exposure. The rate constants of D\textsubscript{2}O uptake in leaves in the daytime were 4–5 times higher than that in night time. At the end of release the organically bound deuterium (OBD) in leaves normalized to the same air concentration was 3–4 times less in night time than in the daytime; in grain, the difference was larger. Total OBD formation during the daytime D\textsubscript{2}O release was about 10 times higher than that during night time exposure. After the exposure stopped, the OBD concentration in grain continued to increase for about 4 days. Then, due to growth dilution, the OBD concentration in grain decreased until harvest. The translocation indexes for deuterium concentration in air moisture at the end of the exposure (TLI\textsubscript{a}) were about 0.2% for unhulled rice and 0.3% for hulled rice for both the daytime and night time experiments, but the TLI\textsubscript{a}
for daytime was slightly higher than that for night for both flooded and non-flooded cases. The translocation indexes for leaf TFWD at the end of the exposure (TLI) were 0.42% for day unhulled, 0.73% for day hulled, 0.36% for night unhulled and 0.54% for night hulled. Although the exposure lasted 8 hours, these results are lower than in wheat (0.23%) for a 1 hour exposure).

At the same time and in the same greenhouse, a different rice cultivar (Koshihikari) was exposed to D₂O vapour 1 week after flowering [179]; this is the period of grain maturation or filling. The background deuterium concentration in Mito air was 150 ppm (D/H), while the background OBD in grain was 144 ppm. After 8 hours of exposure, the OBD concentration in the rice grain had increased by 25 ppm, after both day and night exposure. The day/night ratios of OBD concentrations normalized to the same air concentrations immediated after exposure were 2.5 for the grain and 2.9 for the leaf. The OBD concentration in grain was measured after the harvest on the 45th day of the experiment, and the OBT concentration in grain after the night time exposure had decreased faster than that after the daytime exposure. The TLI (normalized to TFWD at the end of exposure) was 0.36% for the grain exposed during the daytime and only 0.03% for grain exposed at night. For this case, when the rice was exposed just when the grain was starting to mature, the night translocation index was 10 times less than that for the day. The time dynamics of the TLI from exposure until harvest show a clear distinction between day and night (see Figure 32).

Potted rice plants were exposed to D₂O vapour, as a substitute for tritium, in a climate controlled chamber (temperature, humidity and light intensity) for 4 hours at five different times during the grain-ripening period to estimate the influence of the growth stage on the formation and retention of OBD in rice [180]. The plants were grown outside before and after the exposure experiments. Concentrations of TFWD and OBD in rice leaves, stems and grains were measured up to harvest.

At the end of the 4 hour-exposure, TFWD in leaves reached 55–74% of the D₂O concentration in air moisture. After 1 day the TFWD in leaves was close to background concentrations. The TFWD in the grain remained for a longer time after the end of exposure than it did in the leaves and stems. The mass of OBD in grain at harvest showed the highest value when the exposure took place in the early stage of the ripening period. When the exposure occurred after 26 days after the flowering, the increase of OBD in the grain was small. Most OBD in the rice plant was formed within 24 hours after the initial exposure and was transferred immediately to the grain. The amount of OBD in grain did not decrease until harvest. The translocation indexes for grains and stems are given in Table 25 for each experiment performed at days after flowering (DAF).

### 7.3.2. Soybeans

The TLI (for TFWD) for soybeans [128] at an early stage of pod development had a low value (0.14% for day and 0.17% for night) in a preliminary experiment.

For more D₂O exposure experiments [129], soybeans were grown on the ground in the greenhouse or in pots. Soybean plants were exposed at various stages of development for 8 hours; both relatively young (consumption of green soybeans is common in Japan) and fully ripened beans were harvested. Details of the growth conditions in the experiments are given in Table 26. The uptake rate of TFWD depended on the age of the plant. The rate constants of D₂O uptake in leaf were several times higher during the day than during the night. The D₂O uptake in bean and hull was very low in both daytime and night time exposure.
FIG. 32. Dynamics of the translocation index for Koshihikari rice as a function of time after exposure.

### TABLE 25. TRANSLOCATION INDEX (TLI) FOR RICE (4 HOURS EXPOSURE)

<table>
<thead>
<tr>
<th>TLI (%)</th>
<th>Days after flowering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6</td>
</tr>
<tr>
<td>Grain</td>
<td>0.39</td>
</tr>
<tr>
<td>Stem</td>
<td>0.05</td>
</tr>
<tr>
<td>Leaf</td>
<td>0.19</td>
</tr>
</tbody>
</table>

### TABLE 26. GROWTH CONDITIONS AND SAMPLING TIMES FOR SOYBEANS DURING DIFFERENT EXPERIMENTS

<table>
<thead>
<tr>
<th>Exp. No.</th>
<th>Year</th>
<th>Exp. date</th>
<th>Condition</th>
<th>Seeding</th>
<th>Flowering</th>
<th>Young bean</th>
<th>Ripened bean</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1999</td>
<td>21, 22 Aug</td>
<td>ground</td>
<td>6 Jun</td>
<td>23 Oct (63, 62)**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>2000</td>
<td>10 Aug (25)*</td>
<td>pot</td>
<td>6 or 21 Jun</td>
<td>16 Jul</td>
<td>4 Sep (26)**</td>
<td>10 Oct (61)**</td>
</tr>
<tr>
<td>III</td>
<td>2000</td>
<td>12 Sept (58)*</td>
<td>pot</td>
<td>6 or 21 Jun</td>
<td>16 Jul</td>
<td>19 Sep (7)**</td>
<td>10 Oct (28)**</td>
</tr>
<tr>
<td>IV</td>
<td>2002</td>
<td>30 Apr (-)</td>
<td>pot</td>
<td>2 Jun (53)**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V</td>
<td>2002</td>
<td>27 Aug (13)*</td>
<td>pot</td>
<td>14 or 18 Aug</td>
<td>3 Sep (7)**</td>
<td>4 Oct (38)**</td>
<td></td>
</tr>
<tr>
<td>VI</td>
<td>2002</td>
<td>12 Sep (29)*</td>
<td>pot</td>
<td>14 Aug</td>
<td>16 Sep (4)**</td>
<td>11 Oct (29)**</td>
<td></td>
</tr>
<tr>
<td>VII</td>
<td>2002</td>
<td>12 Sep (25)*</td>
<td>pot</td>
<td>18 Aug</td>
<td>16 Sep (4)**</td>
<td>11 Oct (29)**</td>
<td></td>
</tr>
</tbody>
</table>

* Numbers in parentheses indicate the elapsed days after flowering.

** Numbers in parentheses indicate the elapsed days after the experiment.
In 2000, the beans exposed were in the early middle stage of growth on August 10 and in the late stage on September 12. In the early stages, the TLI was about 0.2% from a daylight exposure and lower at night. In 2002, the soybeans were in the early stage of growth on August 27 and were in the early retardation phase on September 12. The highest TLI of 4.3% (for daytime exposure) was observed a few days after exposure, but at harvest the TLI had decreased to 0.8% (see Figure 33). The TLI for green soybeans after a night time exposure was 1/5th that from a daytime exposure, while for ripened beans the ratio was 1/2. Table 27 summarizes the soybean results and demonstrates that the TLI during the night is lower than that during the day. Soon after exposure, the TLI is high and decreases until the final harvest (28 days later). At final harvest, the TLI is about 0.7% for the daytime experiment and 0.5% for the night time experiment.

Note that these results are for an exposure of 8 hours, during which time the deuterium concentration gradually increased in the greenhouse. A rough approximation for a 1 hour exposure would be to divide the TLI by 4–6.

### 7.3.3. Tangerine

Tangerine (*Citrus unshiu* Marc.) was exposed to D$_2$O vapour in greenhouses 6 times during the D$_2$O release experiments of 2000–2002 [130]. Exposures were before and after flowering, as well as in the middle or end of the ripening period. The duration of exposure was 8 hours for both the daytime and night time experiments. Depending on growth stage, temperature, light and humidity, the uptake rate constants from air to tangerine leaf in the daytime varied between 0.2 and 1.1 h$^{-1}$. At night, the rate constants were several times lower (0.03–0.12 h$^{-1}$). These values were lower than for rice and soybean used in the greenhouse experiments because cuticle structure for tangerine leaves differs from rice or soybean. After the exposure the loss rate constants for leaf TFWD were 0.8–1.2 h$^{-1}$ in the daytime and 0.03–0.2 h$^{-1}$ at night. Lower values were observed in winter than in summer. The translocation index (as defined in this report) varied from 0.08–0.28% in the daytime and from 0.21–0.71% in at night, with the maximum in the middle of the ripening period. Note that for this experiment, the night OBT formation rate is higher than the daytime rate.

![FIG. 33. The TLI after the start of the exposure at 8 hours, at 4 days for young soybeans, and at 29 days for ripened soybeans for experiments VI and VII on 12 September 2002.](image)
TABLE 27. THE TLI INDEX AFTER THE START OF EXPOSURE AT 8 HOURS AND FOR YOUNG AND RIPENED SOYBEANS [129]

<table>
<thead>
<tr>
<th>Exp. No.</th>
<th>Year</th>
<th>Exp. Date</th>
<th>Daytime release</th>
<th>Night time release</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Young bean harvest</td>
<td>Ripened bean harvest</td>
</tr>
<tr>
<td>I</td>
<td>1999</td>
<td>21, 22 Aug</td>
<td>0.14</td>
<td>0.17</td>
</tr>
<tr>
<td>II</td>
<td>2000</td>
<td>10 Aug</td>
<td>0.19</td>
<td>0.23</td>
</tr>
<tr>
<td>III</td>
<td>2000</td>
<td>12 Sept</td>
<td>0.63</td>
<td>0.43</td>
</tr>
<tr>
<td>IV</td>
<td>2000</td>
<td>30 Apr</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>V</td>
<td>2002</td>
<td>27 Aug</td>
<td>0.28</td>
<td>0.2</td>
</tr>
<tr>
<td>VI</td>
<td>2002</td>
<td>12 Sep</td>
<td>2.6</td>
<td>3.6</td>
</tr>
<tr>
<td>VII</td>
<td>2002</td>
<td>12 Sep</td>
<td>3.7</td>
<td>4.2</td>
</tr>
</tbody>
</table>

TABLE 28. RESULTS FOR THE KOREAN EXPERIMENT WITH RICE (ADAPTED FROM [181])

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Date</th>
<th>Stage</th>
<th>DAA*</th>
<th>Stage rel.</th>
<th>OBT grain per shoot (Bq g⁻¹)</th>
<th>OBT grain (Bq ml⁻¹)</th>
<th>TLI (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>11-Aug</td>
<td>booting</td>
<td>-7</td>
<td>-0.130</td>
<td>0.480</td>
<td>0.291</td>
<td>0.485</td>
</tr>
<tr>
<td>E2</td>
<td>18-Aug</td>
<td>heading</td>
<td>0</td>
<td>0.000</td>
<td>0.930</td>
<td>0.564</td>
<td>0.939</td>
</tr>
<tr>
<td>E3</td>
<td>21-Aug</td>
<td>milky ripe</td>
<td>4</td>
<td>0.074</td>
<td>4.190</td>
<td>2.539</td>
<td>4.232</td>
</tr>
<tr>
<td>E4</td>
<td>25-Aug</td>
<td>milky ripe</td>
<td>8</td>
<td>0.148</td>
<td>8.530</td>
<td>5.170</td>
<td>8.616</td>
</tr>
<tr>
<td>E5</td>
<td>28-Aug</td>
<td>milky ripe</td>
<td>11</td>
<td>0.204</td>
<td>32.100</td>
<td>19.455</td>
<td>32.424</td>
</tr>
<tr>
<td>E6</td>
<td>1-Sep</td>
<td>dough ripe</td>
<td>14</td>
<td>0.259</td>
<td>36.300</td>
<td>22.000</td>
<td>36.667</td>
</tr>
<tr>
<td>E7</td>
<td>5-Sep</td>
<td>dough ripe</td>
<td>19</td>
<td>0.352</td>
<td>22.700</td>
<td>13.758</td>
<td>22.929</td>
</tr>
<tr>
<td>E8</td>
<td>10-Sep</td>
<td>dough ripe</td>
<td>24</td>
<td>0.444</td>
<td>18.300</td>
<td>11.091</td>
<td>18.485</td>
</tr>
<tr>
<td>E9</td>
<td>19-Sep</td>
<td>yellow ripe</td>
<td>33</td>
<td>0.611</td>
<td>3.170</td>
<td>1.921</td>
<td>3.202</td>
</tr>
<tr>
<td>Harvest</td>
<td>10-Oct</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note that the experiments E1, E2, and E7 are less accurate than the rest of experiments, due to the experimental problems. *Days after anthesis

7.4. EXPERIMENTS IN KOREA: RICE, SOYBEAN, CABBAGE, RADISH

7.4.1. Rice

The experimental techniques developed in Germany for wheat were applied in South Korea for rice, the main grain in Asia [181]. A rice cultivar (Oryza Sativa L. var., called Jangan-byeo) was grown in plastic pots and exposed for 1 hour to HTO in a Plexiglas box at various times during development. Exposures occurred about 10 a.m. under normal meteorological conditions. Rice was exposed at nine different stages of grain development from before heading until yellow ripe (20 days before the final harvest). All conditions during exposure were recorded (e.g. changes to air HTO concentrations, light, temperature, and humidity). At the end of the exposures, the concentration of HTO in leaf water ranged from 60% that of air moisture to nearly 100% when light and temperature conditions were optimal. Grain HTO concentrations were 35–100% those of air moisture. In the first 5–6 hours after exposure, the TFWT concentration was reduced by a factor of about 1000 in leaves and about 100 in stems. This decrease is much more rapid than that observed for grape, potato and cabbage. The reduction factor (TFWT at the end of exposure/TFWT at harvest) is higher for rice than for tomato, potato, sunflower and maize. The OBT in different rice plant parts at the end of exposure is influenced by exposure conditions and by developmental stage of the plant. At the
end of the hour-long exposure, the OBT content (water of combustion) in leaves was 1.0–1.2% that of TFWT, which is comparable to data for wheat. The decrease in leaf OBT is slower than for leaf TFWT. At 4–5 hours post exposure, OBT predominates in leaves. Because rice is ingested by humans only as grain, the harvest concentration of OBT is of most interest. Table 28 summarizes the results for exposures at various days after anthesis (DAA) (booting). Intermediate stages refer to time between booting and harvest. Initial data were normalized to $10^4$ Bq mL$^{-1}$ of the initial leaf TFWT concentration. Yields of grain per shoot were 1.65 g.

Night experiments were described in a different paper [182]. One experiment was conducted during the milky ripe stage and the other in the early dough ripe stage at 45 and 40 days before harvest (August 25 and September 1). Temperature and relative humidity were in the normal range (21°C and 93%, respectively). After 1 hour of exposure, the concentration of HTO in the leaf HTO reached 30–40% that of the mean air moisture concentration. This result is twice that for wheat and about 3 times lower than rice during the day. HTO concentrations in the grain reached 15–30% that of air moisture, which is again higher than that observed for wheat. The OBT concentrations in combustion water of leaves at the end of exposure were 0.1–0.2% those of the concentrations of HTO in leaf water. At harvest the translocation index for grain was 0.1–0.14% at night, which is equal or slightly less than for exposure during the day. The authors concluded that OBT at night was produced at about a third the daytime rate (mostly due to the lower uptake of HTO at night).

7.4.2. Soybean

In the EMRAS I programme, unpublished data on HTO exposure of a Korean cultivar of soybean [7] were used in a blind test of participating models. The soybean scenario [7] addressed the tritium absorption by soybean foliage and the subsequent tritium behaviour in the plant. To provide data for model testing, soybean plants were exposed to elevated levels of atmospheric HTO in a glove box. The exposure was carried out for 1 hour at various stages of growth. The tritium behaviour in the plant body and pods was observed by sampling the various plant parts and measuring their tritium concentrations.

Six pots of plants (SB1 to SB6) were exposed, each for an hour. Seeds were sowed on 22 May. The plants flowered on July 7 and were harvested on October 5. The pots (SB1 to SB6) were exposed on July 2, July 13, July 30, August 9, August 24 and September 17, respectively. SB1 and SB4 were sampled several times between exposure and harvest to measure the tritium concentrations of each plant part as a function of time. The other plants were sampled and analyzed twice, once at the end of the exposure and once at harvest. The surface soil of the pots was covered by vinyl paper during the exposure to prevent tritium from depositing to the soil. Following exposure, the plants were removed from the glove box and grown outdoors.

Information about growth rates, tritium concentrations in air in the glove boxes during the exposure, background tritium concentrations outdoors and meteorological conditions were included in the scenario for the blind test. The observed tritium concentrations are shown in Tables 29, 30 and 31. The free water tritium and organically bound tritium concentrations were normalized to the mean concentrations of tritium in the air moisture in the glove boxes during the exposures. The normalized quantities make it easier to compare predictions and observations between experiments, particularly for OBT, because the mean tritium concentrations in air moisture in the glove boxes differed from experiment to experiment.
The TFWT concentrations in the plant body dropped off much more quickly in experiment SB1 than in SB4, with values of an order of magnitude or more lower between 24 and 120 hours post-exposure. This result suggests that the tritium dynamics in the plants depend on the timing of the exposure relative to the growth stage of the plant. The difference in results may also be caused by differences in the growth rates of the plants and differences in the meteorological conditions that they experienced after the exposure.

For experiments SB3–SB6 (Table 31), the OBT concentrations in stems were quite different than in leaves, so the average must be viewed with caution. A similar result (and caution) is seen for shells and seeds.

The observations clearly show that the OBT concentrations in the pods relate to the stage of growth at which the exposure occurred. OBT concentrations increased across experiments SB1–SB4, which covered the period of active plant growth. The normalized OBT concentrations in the pods for SB3, SB4 and SB5 were much higher than in the leaves. The exposures for these experiments were made when the fruits were developing rapidly and much of the tritium absorbed through the leaves may have been transferred directly to the pods rather than being stored in the leaves. The relatively low concentration in the pods for SB6 may be due to the fact that development of the pods was close to complete when the exposure occurred. This might have caused a reduction in the tritium transfer to the pods and in the OBT concentration in pods.

Concentrations of HTO in leaves were only measured at the end of exposure in plants from pots SB1 and SB4. These concentrations, relative to the mean air moisture concentrations, were low, about 0.13, showing an uptake rate that is lower than for the Japanese experiments. Assuming the same low relative uptake for all experiments, a translocation factor (as it was defined in this section) can be obtained (see Table 32).

These experimental data exhibit a higher maximum TLI compared with the Japanese experiments. This might be due to an incomplete extraction of exchangeable OBT.

### TABLE 29. OBSERVED AND NORMALIZED TISSUE FREE WATER TRITIUM (TFWT) CONCENTRATIONS FOR THE SB1 EXPERIMENT [7]

<table>
<thead>
<tr>
<th>Time and date</th>
<th>Elapsed time after exposure (hr)</th>
<th>TFWT (Bq mL⁻¹)</th>
<th>Normalized TFWT*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>In the plant body (stem and leaves)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10:40 July 2</td>
<td>0.2</td>
<td>9580</td>
<td>1.23 × 10⁻¹</td>
</tr>
<tr>
<td>11:30 July 2</td>
<td>1</td>
<td>1050</td>
<td>1.35 × 10⁻²</td>
</tr>
<tr>
<td>July 3</td>
<td>24</td>
<td>3.92</td>
<td>5.05 × 10⁻⁵</td>
</tr>
<tr>
<td>July 7</td>
<td>120</td>
<td>1.32</td>
<td>1.70 × 10⁻⁵</td>
</tr>
<tr>
<td>July 16</td>
<td>336</td>
<td>0.33</td>
<td>4.25 × 10⁻⁶</td>
</tr>
<tr>
<td>Aug. 10</td>
<td>936</td>
<td>0.11</td>
<td>1.42 × 10⁻⁶</td>
</tr>
<tr>
<td>Sept. 7</td>
<td>1608</td>
<td>0.06</td>
<td>7.73 × 10⁻⁷</td>
</tr>
<tr>
<td>Oct. 5</td>
<td>2280</td>
<td>0.06</td>
<td>7.73 × 10⁻⁷</td>
</tr>
<tr>
<td></td>
<td>In the pods (shell and seeds)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aug. 10</td>
<td>936</td>
<td>0.21</td>
<td>2.70 × 10⁻⁶</td>
</tr>
<tr>
<td>Sept. 7</td>
<td>1608</td>
<td>0.06</td>
<td>7.73 × 10⁻⁷</td>
</tr>
<tr>
<td>Oct. 5</td>
<td>2280</td>
<td>0.06</td>
<td>7.73 × 10⁻⁷</td>
</tr>
</tbody>
</table>

* Tissue free water tritium concentration in the plant divided by the average tritium concentration in air moisture during the exposure (7.77 × 10⁴ Bq/mL for SB1).
### TABLE 30. OBSERVED AND NORMALIZED TFWT CONCENTRATIONS FOR THE SB4 EXPERIMENT [7]

<table>
<thead>
<tr>
<th>Time and date</th>
<th>Elapsed time after exposure (hr)</th>
<th>TFWT (Bq mL(^{-1}))</th>
<th>Normalized TFWT*</th>
</tr>
</thead>
<tbody>
<tr>
<td>In the plant body (stem and leaves)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10:40 Aug. 9</td>
<td>0.2</td>
<td>7000</td>
<td>1.33 \times 10^{4}</td>
</tr>
<tr>
<td>11:30 Aug. 9</td>
<td>1</td>
<td>3200</td>
<td>6.08 \times 10^{2}</td>
</tr>
<tr>
<td>Aug. 10</td>
<td>24</td>
<td>25.9</td>
<td>4.92 \times 10^{4}</td>
</tr>
<tr>
<td>Aug. 14</td>
<td>120</td>
<td>2.1</td>
<td>3.99 \times 10^{5}</td>
</tr>
<tr>
<td>Aug. 23</td>
<td>336</td>
<td>0.8</td>
<td>1.52 \times 10^{5}</td>
</tr>
<tr>
<td>Sept. 10</td>
<td>768</td>
<td>0.27</td>
<td>5.13 \times 10^{6}</td>
</tr>
<tr>
<td>Oct. 5</td>
<td>1368</td>
<td>0.14</td>
<td>2.66 \times 10^{6}</td>
</tr>
<tr>
<td>In the pods (shell and seeds)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10:40 Aug. 9</td>
<td>0.2</td>
<td>10500</td>
<td>1.99 \times 10^{4}</td>
</tr>
<tr>
<td>11:30 Aug. 9</td>
<td>1</td>
<td>8000</td>
<td>1.52 \times 10^{4}</td>
</tr>
<tr>
<td>Aug. 10</td>
<td>24</td>
<td>2700</td>
<td>5.13 \times 10^{2}</td>
</tr>
<tr>
<td>Aug. 14</td>
<td>120</td>
<td>63.5</td>
<td>1.21 \times 10^{3}</td>
</tr>
<tr>
<td>Aug. 23</td>
<td>336</td>
<td>1.49</td>
<td>2.83 \times 10^{5}</td>
</tr>
<tr>
<td>Sept. 10</td>
<td>768</td>
<td>0.84</td>
<td>1.59 \times 10^{5}</td>
</tr>
<tr>
<td>Oct. 5</td>
<td>1368</td>
<td>0.26</td>
<td>4.94 \times 10^{6}</td>
</tr>
</tbody>
</table>

* Tissue free water tritium concentration in the plant divided by the average tritium concentration in air moisture during the exposure (5.27 \times 10^{4} Bq/mL for SB4).

### TABLE 31. OBSERVED NON-EXCHANGEABLE ORGANICALLY BOUND TRITIUM (OBT) CONCENTRATIONS IN PLANT PARTS AT HARVEST FOR EXPERIMENTS SB1 TO SB6 [7]

| Case | Mean activity of air moisture during exposure (Bq mL\(^{-1}\)) | OBT concentration at harvest (Bq mL\(^{-1}\)) | body | | pods | |
|------|-------------------------------------------------------------|---------------------------------------------|------|------|------|------|------|------|
|      | Mean activity of air moisture during exposure (Bq mL\(^{-1}\)) | | | | | | | |
| SB1 | 7.77 \times 10^{4} | 18.0 | 14.0 | 16.0 | 2.06 \times 10^{4} | 0.83 | 0.5 | 0.67 | 8.63 \times 10^{6} |
| SB2 | 1.47 \times 10^{5} | 59.8 | 50.8 | 55.3 | 3.75 \times 10^{4} | 3.5 | 3.7 | 3.6 | 2.44 \times 10^{5} |
| SB3 | 1.14 \times 10^{5} | 37.8 | 17.7 | 27.8 | 2.44 \times 10^{4} | 101.3 | 19.3 | 60.3 | 5.28 \times 10^{4} |
| SB4 | 5.27 \times 10^{4} | 19.8 | 8.8 | 14.3 | 2.71 \times 10^{4} | 74.7 | 200.0 | 137.4 | 2.61 \times 10^{3} |
| SB5 | 9.19 \times 10^{4} | 44.3 | 13.5 | 28.9 | 3.14 \times 10^{4} | 73.3 | 214.2 | 143.8 | 1.56 \times 10^{3} |
| SB6 | 1.37 \times 10^{5} | 180 | 19.5 | 99.8 | 7.28 \times 10^{4} | 33.5 | 77.0 | 55.2 | 4.03 \times 10^{5} |

* 1 g of dry matter yields about 0.6 mL of combustion water; & Normalized OBT: average OBT concentration divided by the mean activity of air moisture.

### TABLE 32. APPROXIMATE TRANSLOCATION INDEX FOR KOREAN SOYBEAN

<table>
<thead>
<tr>
<th>Case</th>
<th>DAA</th>
<th>TLI (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SB1</td>
<td>-5</td>
<td>0.002</td>
</tr>
<tr>
<td>SB2</td>
<td>6</td>
<td>0.008</td>
</tr>
<tr>
<td>SB3</td>
<td>23</td>
<td>0.053</td>
</tr>
<tr>
<td>SB4</td>
<td>33</td>
<td>1.18</td>
</tr>
<tr>
<td>SB5</td>
<td>48</td>
<td>0.73</td>
</tr>
<tr>
<td>Sb6</td>
<td>60</td>
<td>0.176</td>
</tr>
<tr>
<td>Harvest</td>
<td>78</td>
<td>NA</td>
</tr>
</tbody>
</table>
7.4.3.  Radish

Radish (*Raphanus sativus L.*) has been used as a typical root vegetable in many experiments, including the chronic HT release of in Canada (1994). A Korean cultivar was used for short exposures (1 hour) at various stages of plant development [183]. Radish plants have a high water content in leaves (92%) and roots (94%). The high moisture content of the root, which is the edible part of the radish plant, contrasts with the low moisture content of mature grain. At the end of exposure, the TFWT (tissue free water tritium) in the above-ground portion (the top) was 1–2 orders of magnitude higher than for roots, but later, at harvest, concentrations were comparable. When the plants were exposed to tritium just before harvest, the concentrations in tops and roots at harvest increased, as expected. Driven by atmospheric forces, most of the HTO is translocated from leaves to root as photosynthate in the phloem in the opposite direction to the main movement of water (root to leaves) in the xylem. Relative to the mean concentration of tritium in air moisture during exposure, the root TFWT at harvest was minimal and exceeded 0.001 (relative units) only 2 weeks before harvest.

Some important results are found in different tables and figures in reference [183]. At the end of exposure, the HTO concentration in leaves was 20–40% that of the mean concentration in air moisture, a smaller value than for cereals. The concentration of OBT in the radish root at harvest (Bq g\(^{-1}\) dm) was less than 0.3% of the concentration of HTO in the leaf water at the end of exposure. At harvest, the ratio of the OBT concentration to that of TFWT strongly depended on the number of days before harvest that the exposure took place; the ratio decreased when the exposure takes place close to harvest. OBT contributed more to ingestion dose than did TFWT unless the exposure was less than 7 days before harvest. The translocation index was less than 0.4%. Table 33 summarizes the experimental results.

7.4.4.  Cabbage

In the same paper [183], results are reported for a leafy vegetable. A Korean cultivar of Chinese cabbage (*Brassica pekinensis Rupr.*) was exposed at various times for 1 hour in a box with known concentration of HTO in air moisture, temperature, humidity and light. The above-ground portion of cabbage contained 95% water, and the number of leaves and the fresh-weight mass increased significantly between the first exposure (51 days before harvest) and harvest. The first leaves produced become the outer leaves as the cabbage grows. About half-way through the growing period, the leaves begin to form a tight leaf arrangement. Towards the end of growth, several old leaves become senescent and fall off the plant. When this happens, the outmost leaf of the inner part replaces the deciduous leaf. Outer leaves are more exposed to contamination than inner ones, and the outer leaves change over the course of plant growth. A summary of exposure conditions, concentrations of HTO in the edible portion of the cabbage at the end of exposures, concentrations of OBT at harvest, and translocation indexes is given in Table 34.

7.5.  EXPERIMENTS IN CANADA: CHERRY TOMATO

The ETMOD model used in Canada by Atomic Energy of Canada Limited (AECL) does not account for OBT formation in plants during the night. Relevant processes were identified [184], and a conceptual model was proposed [185]. To clarify the processes that result in OBT formation, an experiment was designed to determine transfer rates of tritium from air to leaves and fruits of tomato plants following acute HTO exposures [186, 187]. A series of 1 hour experiments were carried out during both night and day, and a dataset was collected on the build-up of OBT concentrations in the plant leaves and fruit. The experiments were carried out in an exposure chamber; cherry tomato plants (*Lycopersicon esculentum var. cerasiforme*) at three different growth stages (early [i.e. flowering], intermediate [i.e. young fruit], and late
[i.e. red, maturing fruit) were studied. Separate experiments were conducted to determine the short-term and long-term dynamics of HTO and OBT concentrations in leaves and fruits from the end of exposure to harvest. Both HTO and OBT concentrations in leaves at the end of the day-time exposure were greater than those exposed at night. This supports the understanding that OBT is produced mainly by photosynthesis in the presence of sunlight. OBT can be produced in leaves in the dark, but these processes operate at slower rates. At harvest, the HTO and OBT concentrations in the fruit depend on the length of time between exposure and harvest and on the time of day at which the exposure was carried out. HTO persisted much longer in the fruit than in the leaves, but OBT showed a similar persistence in both plant parts.

Transplanting was done on June 3, 2002, when the plants were about 3 weeks old and the final harvest was in late September. Experiments 1 to 6 occurred in the dark and experiments 7 to 8 were done in daylight. Daytime experiments exposed only maturing tomatoes. Leaf area per plant, leaf water content, fruit growth and starch dynamics in the leaves were measured.

The translocations indexes (harvest OBT/leaf HTO at the end of exposure) calculated for cherry tomatoes reveal some interesting results (Table 35). In experiment 2, at 4.3 days after flowering, there was an abnormally high translocation index (2%). In experiment 4, the fruit was measured 14 hours post-exposure and, taking growth dilution into account, the translocation factor is about 0.007%, a value only two times lower than in experiment 3. Experiments 5 and 6, carried out during the night with ripe fruit, showed consistent values of about twice the night-time values observed in German experiments. Unexpectedly, the daytime experiments (7 and 8) showed lower values than those observed at night (experiments 5 and 6, respectively). The fact that the value for a cloudy day was higher than for a sunny day was also unexpected. The degree of ripening of the fruit may not influence the OBT produced in leaves. After analyzing the details of the experimental protocols, the causes for these unexpected results have not been identified.

The OBT dynamics in leaves exposed during day and night when fruit was ripe are shown in Figure 34. Data were normalized to the HTO concentration at the end of exposure. The period of the increased OBT concentration in leaves was shorter (2 to 6 hours) in the daytime experiments than in the night-time experiments (>6 hours). Decrease in the concentration of OBT in the leaves was faster during the day than at night. The values at the end of exposure are comparable and slightly lower than those for wheat (Figure 29).

When fruits were ripe (experiments 5–8), the initial uptake of HTO in the leaves was about 6% during the day and 2.5% during the night. When fruit was immature, the night-time uptake of HTO by leaves was higher, about 5%. All of these values are lower than those for wheat. Canopy resistance in the dark is a plant-specific trait. The large resistance in leaves during the night will maintain the HTO concentration until the next morning, and the leaf OBT produced during the night will consequently be a large fraction of OBT produced during the day.

HTO and OBT trends for daytime and night-time experiments were clearly different, but estimated ingestion dose, which depends primarily on the OBT concentration in fruit at harvest, was quite similar for daytime and night time exposures.

To understand OBT production, more experiments were done. The daily starch production was measured in tomato (Figure 35), as well as the concentration of starch in tomato leaves at dusk and dawn (Figure 36). Starch concentrations in tomato leaves, radish leaves, and lettuce over the course of the night were also measured (Figure 37). Modelling has not succeeded in explaining these experimental data.
TABLE 33. BEHAVIOUR OF TRITIUM IN KOREAN RADISH AFTER A 1 HOUR EXPOSURE TO HTO IN AIR MOISTURE (ADAPTED FROM [183])

<table>
<thead>
<tr>
<th>Experiment</th>
<th>R1</th>
<th>R2</th>
<th>R3</th>
<th>R4</th>
<th>R5</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTH (days to harvest)</td>
<td>45</td>
<td>35</td>
<td>27</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>HTO in leaves at end of exposure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C&lt;sub&gt;end&lt;/sub&gt; (kBq mL&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>21</td>
<td>25</td>
<td>40</td>
<td>37</td>
<td>42</td>
</tr>
<tr>
<td>C&lt;sub&gt;end&lt;/sub&gt; relative to mean air moisture during exposure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rel C&lt;sub&gt;end&lt;/sub&gt; (%)</td>
<td>46</td>
<td>40</td>
<td>22</td>
<td>33</td>
<td>44</td>
</tr>
<tr>
<td>COBT_root (Bq mL&lt;sup&gt;-1&lt;/sup&gt; OBT water of combustion) at harvest</td>
<td>23</td>
<td>75</td>
<td>113</td>
<td>93</td>
<td>140</td>
</tr>
<tr>
<td>TLI (translocation index) (%)</td>
<td>0.11</td>
<td>0.30</td>
<td>0.28</td>
<td>0.25</td>
<td>0.33</td>
</tr>
</tbody>
</table>

TABLE 34. DATA FOR 4 HOUR-LONG EXPOSURES OF A KOREAN CULTIVAR OF CHINESE CABBAGE TO HTO IN AIR MOISTURE (ADAPTED FROM [183])

<table>
<thead>
<tr>
<th>Experiment</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTH (days to harvest)</td>
<td>51</td>
<td>42</td>
<td>29</td>
<td>17</td>
</tr>
<tr>
<td>number of leaves</td>
<td>18</td>
<td>22</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>fresh mass (in grams)</td>
<td>170</td>
<td>500</td>
<td>850</td>
<td>1000</td>
</tr>
<tr>
<td>hour of the start of exposure</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>T (°C)</td>
<td>26.8</td>
<td>29.1</td>
<td>30.4</td>
<td>19.4</td>
</tr>
<tr>
<td>RH (%)</td>
<td>86</td>
<td>83</td>
<td>78</td>
<td>89</td>
</tr>
<tr>
<td>light (klux)</td>
<td>42</td>
<td>52</td>
<td>61</td>
<td>23</td>
</tr>
<tr>
<td>mean HTO concentration in air moisture (kBq mL&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>71</td>
<td>30</td>
<td>43</td>
<td>147</td>
</tr>
<tr>
<td>HTO in leaves at the end of exposure C&lt;sub&gt;end&lt;/sub&gt; (kBq mL&lt;sup&gt;-1&lt;/sup&gt;)</td>
<td>34</td>
<td>18.8</td>
<td>12.3</td>
<td>14</td>
</tr>
<tr>
<td>C&lt;sub&gt;end&lt;/sub&gt; relative to mean air moisture during exposure</td>
<td>48.2</td>
<td>62.2</td>
<td>28.4</td>
<td>9.5</td>
</tr>
<tr>
<td>rel. C&lt;sub&gt;end&lt;/sub&gt; (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COBT_top (Bq mL&lt;sup&gt;-2&lt;/sup&gt;, OBT water of combustion) at harvest</td>
<td>17</td>
<td>32</td>
<td>56</td>
<td>105</td>
</tr>
<tr>
<td>TLI (translocation index) (%)</td>
<td>0.05</td>
<td>0.17</td>
<td>0.45</td>
<td>0.75</td>
</tr>
</tbody>
</table>

TABLE 35. TRANSLOCATION INDEXES FOR CHERRY TOMATOES EXPOSED AT DIFFERENT TIMES DURING GROWTH

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Day after exposure</th>
<th>TLI (%)</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp 1</td>
<td>90</td>
<td>0.00356</td>
<td>Night exposure, no fruit</td>
</tr>
<tr>
<td>Exp 2</td>
<td>4.3</td>
<td>2.12</td>
<td>Night exposure, no fruit</td>
</tr>
<tr>
<td>Exp 3</td>
<td>74</td>
<td>0.016</td>
<td>Night exposure, green fruit</td>
</tr>
<tr>
<td>Exp 4</td>
<td>0.58</td>
<td>0.149</td>
<td>Night exposure, green fruit</td>
</tr>
<tr>
<td>Exp 5</td>
<td>42</td>
<td>0.51</td>
<td>Night exposure, ripe fruit</td>
</tr>
<tr>
<td>Exp 6</td>
<td>1.7</td>
<td>0.346</td>
<td>Night exposure, ripe fruit</td>
</tr>
<tr>
<td>Exp 7</td>
<td>49</td>
<td>0.44</td>
<td>Day exposure, ripe fruit</td>
</tr>
<tr>
<td>Exp 8</td>
<td>48</td>
<td>0.12</td>
<td>Day exposure, ripe fruit</td>
</tr>
</tbody>
</table>
FIG. 34. Dynamics of relative OBT concentration in leaves of cherry tomatoes for experiments 5 and 6 at night and 7 and 8 during the day.

FIG. 35. Daily starch production per unit area of the tomato leaf.
FIG. 36. Starch concentration at dusk and dawn in tomato leaves.

FIG. 37. Pattern of starch concentration at night for tomato, radish and lettuce.
7.6. EXPERIMENTS IN FRANCE: LETTUCE

Recently, experiments with lettuce (variety “feuille de chene blonde”, or kitare) were done in France [188] either in a controlled-climate chamber or in the field. In the chamber experiments, the light to which the plants were exposed was much lower than normal ambient. For tritium extraction of the exchangeable form of OBT from the plant, two methods were used: (1) the well-known cold isotopic exchange, and (2) a new hot technique used in analytical chemistry. The two approaches have not been compared, but both estimate total organically bound tritium. The method used for extraction of non-exchangeable organically bound tritium was combustion and catalytic oxidation. Experimental errors were higher for samples with a mass less than 1 g. Light or dark conditions were maintained for 24 hours, and the dynamics of HTO incorporation were followed for young, mature and relatively old plants (respectively 40, 60 and 70 days after germination). Temperature, humidity and light conditions were about the same for all ages of plants. The transfer of tritium from air to leaf is regulated by stomatal resistance, and a slower transfer is expected in the dark. A direct link between stomatal resistance and photosynthetic rate was observed for leaves of varying age. From the measured photosynthetic rates of leaves, older plants (before flowering but with larger leaf area indexes) might be expected to have higher rates of HTO uptake. However, from the data presented, it is quite difficult to assess the photosynthetic rate of the whole plant. Data for the young plant showed no difference between uptake during the day and at night [188], an observation that is not understood.

From all the results presented in this section, the transfer rate at night is expected to be 3–5 times slower than in the day. More research needs to be done to confirm this because of its potentially important radiological impact.

In these controlled experiments, the OBT/TFWT ratio was about 5 and never smaller than 1. A review of all the potential experimental errors that could have been the cause of these unexpected results suggests that light levels in the chamber were too low compared with what plants are exposed to in nature. Furthermore, the experiments took place in a waste treatment area that quite possibly was contaminated with many impurities. These impurities could have concentrated in the lettuce and appeared later in the combustion water as volatile organic compounds. Even with purification of “normal” combustion water some significant errors may occur. In contrast, when the source of tritium is a stack, there can be few, if any impurities.

Due to this potential cross contamination of OBT in these experiments, the extent of OBT production is misleading. However, for model testing, controlled experiments are extremely useful for understanding plant growth and uptake of HTO from air and soil into the water of leaves.

For long-term exposure under natural conditions, the following can be noted about OBT incorporation. First, under equilibrium conditions (as the ratio of total OBT to integrated HTO concentration in the air moisture or plant water), the data are similar to other experimental values with a mean transfer rate between 0.13–0.16% h⁻¹. Second, under acute conditions, the variability of the rate of OBT production and its clear link between plant growth processes and environmental conditions is demonstrated. The first experiment took place between the end of April and the beginning of July under optimal conditions of temperature and light, while the second experiment took place in late autumn when plant growth was slower. When plant growth dynamics and OBT incorporation are considered in terms of available energy, both cases are seen to behave similarly given the same total available energy. In addition, the
OBT incorporation rate depends on the stage of plant development and various environmental factors. The experimental results and the above conclusions can be used to test recent dynamic tritium models.

7.7. DEPENDENCE OF TLI OF RICE ON DURATION OF EXPOSURE

Daylight experiments on rice have been carried out with exposures of 1 hour [181], 4 hours [180], and 8 hours [128, 179]. Values for TLI are shown for different exposure times and different times of sampling after flowering (Table 36).

When these data are compared visually (Figure 38), it is clear that cultivar characteristics, meteorological factors and HTO concentrations during exposure, in addition to exposure time, influence the TLI at the same stage.

7.8. UPTAKE OF HTO AT NIGHT AND LEAF RESISTANCE

If stomata are completely closed, only cuticular resistance remains. Many models consider a default value of about 4000 s m\(^{-1}\) for cuticular resistance. Cuticular permeability to water is usually characterized by the variable permeance (P), which is the ratio of water flow rate density to the driving force, the latter being expressed as a concentration difference [189]. At 25°C and standard pressure, the density of liquid water is 43 384 times greater than the saturation water vapour concentration in air and, correspondingly, the values of P referenced to the gas phase are larger by the same factor than values referenced to the liquid.

Increased cuticular permeability to water is frequently observed with increasing air humidity and temperature. Cuticular transpiration cannot automatically be assumed to be negligible. Aqueous pores enhance cuticular conductance [190]. Data on water permeance in leaves [191] suggest a large variability in the uptake rate of water at night. In different tritium experiments, low uptake has been seen for tomato leaves and lettuce [188] and high uptake for sunflower. Rice also has a high uptake rate at night, while wheat, bean and potato exhibit intermediate values. Having direct experimental data for each major crop of interest would be valuable. When stomatal resistance was measured at night with a porometer [97] the value for komatsuna and radish was 300 s m\(^{-1}\), but, for cherry tomato, it was 700–1500 s m\(^{-1}\). Stomatal resistance decreases by a factor of 2 when relative humidity increases from 40% to 90%. In another experiment [192] values of 500 s m\(^{-1}\) for komatsuna, but only 250 s m\(^{-1}\) for cabbage, were reported.

When data on deuterated water uptake [97] were compared with the porometer measurements, results for komatsuna were variable, the value for cherry tomatoes was about 2000 s m\(^{-1}\) and orange leaves had very high values (Table 37). In the 1995 experiment [97], komatsuna samples were at their early growth stage and soils in the experimental pots were not covered with vinyl. Therefore, it is likely that the D\(_2\)O concentrations in komatsuna leaves were higher than expected because they included uptake via the root.

Exchange rates (h\(^{-1}\)) for lettuce [188] are very low (perhaps due to low light) and, for young plants, the day and night uptake rates are similar. Mature plants (before flowering) have high resistances (Table 38).

Experimental data gathered thus far demonstrate that, even under nearly identical conditions, plants exhibit different stomata conductances.
TABLE 36. VALUES OF TLI OBTAINED FROM DAYLIGHT EXPERIMENTS OF DIFFERENT DURATION

<table>
<thead>
<tr>
<th>Exposure (h)</th>
<th>Stage*</th>
<th>TLI (%)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.1</td>
<td>0.36</td>
<td>Atarashi-Andoh et al. [179]</td>
</tr>
<tr>
<td>8</td>
<td>0.45</td>
<td>0.63</td>
<td>Ichimasa et al. [128]</td>
</tr>
<tr>
<td>4</td>
<td>0.14286</td>
<td>0.4</td>
<td>Atarashi-Andoh et al. [180]</td>
</tr>
<tr>
<td>4</td>
<td>0.33333</td>
<td>0.55</td>
<td>Atarashi-Andoh et al. [180]</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>0.42</td>
<td>Atarashi-Andoh et al. [180]</td>
</tr>
<tr>
<td>4</td>
<td>0.61905</td>
<td>0.15</td>
<td>Atarashi-Andoh et al. [180]</td>
</tr>
<tr>
<td>4</td>
<td>0.83333</td>
<td>0.045</td>
<td>Atarashi-Andoh et al. [180]</td>
</tr>
<tr>
<td>1</td>
<td>-0.0526</td>
<td>0.005</td>
<td>Choi et al. [181]</td>
</tr>
<tr>
<td>1</td>
<td>0.07018</td>
<td>0.0093</td>
<td>Choi et al. [181]</td>
</tr>
<tr>
<td>1</td>
<td>0.12281</td>
<td>0.04</td>
<td>Choi et al. [181]</td>
</tr>
<tr>
<td>1</td>
<td>0.19298</td>
<td>0.085</td>
<td>Choi et al. [181]</td>
</tr>
<tr>
<td>1</td>
<td>0.24561</td>
<td>0.32</td>
<td>Choi et al. [181]</td>
</tr>
<tr>
<td>1</td>
<td>0.31579</td>
<td>0.363</td>
<td>Choi et al. [181]</td>
</tr>
<tr>
<td>1</td>
<td>0.38596</td>
<td>0.227</td>
<td>Choi et al. [181]</td>
</tr>
<tr>
<td>1</td>
<td>0.47368</td>
<td>0.186</td>
<td>Choi et al. [181]</td>
</tr>
<tr>
<td>1</td>
<td>0.66667</td>
<td>0.032</td>
<td>Choi et al. [181]</td>
</tr>
</tbody>
</table>

* The stage is the exposure time (days after flowering) divided by the number of days between flowering and final harvest.

TABLE 37. NIGHT UPTAKE RATE AND RESISTANCE (ADAPTED FROM [97])

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Plant</th>
<th>Rate (h⁻¹)</th>
<th>Resistance using porometer (s cm⁻¹)</th>
<th>Rate using porometer (h⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Night 1995</td>
<td>Komatsuna</td>
<td>0.65 ± 0.19</td>
<td>5.7–40</td>
<td>0.06–0.44</td>
</tr>
<tr>
<td></td>
<td>Orange</td>
<td>0.06 ± 0.29</td>
<td>49–55</td>
<td>0.04–0.05</td>
</tr>
<tr>
<td></td>
<td>Komatsuna</td>
<td>0.20 ± 0.04</td>
<td>2.7–3.2</td>
<td>0.82–0.97</td>
</tr>
<tr>
<td>Night 1996</td>
<td>Radish</td>
<td>0.31 ± 0.05</td>
<td>2.6–3.4</td>
<td>0.72–0.95</td>
</tr>
<tr>
<td></td>
<td>Tomato</td>
<td>0.12 ± 0.02</td>
<td>6.9–15</td>
<td>0.16–0.36</td>
</tr>
</tbody>
</table>

TABLE 38. LETTUCE UPTAKE RATES (h⁻¹)(AFTER [188])

<table>
<thead>
<tr>
<th>Plant</th>
<th>Day</th>
<th>Night</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young</td>
<td>0.023</td>
<td>0.027</td>
</tr>
<tr>
<td>Mature</td>
<td>0.04</td>
<td>0.005</td>
</tr>
<tr>
<td>Before flowering</td>
<td>0.11</td>
<td>0.035</td>
</tr>
</tbody>
</table>

FIG. 38. Comparison between different experimental data (see Table 36).
Experimental data have been collected for wheat, rice, soybean, tomato, cabbage, radish, and tangerine; preliminary results for lettuce and potato are also available. Uptake and loss rates of HTO in plant water (of leaves, primarily) depend mostly on environmental conditions (e.g. light, temperature and relative humidity), but crop characteristics such as stomatal density and age of leaves are important factors as well. Leaves require about 10-20 minutes to adapt to the new parameters if environmental conditions change abruptly. Stomatal resistance decreases by a factor of 2 as relative humidity increases, and it decreases by a factor of 2–4 with the leaf age [97]. Measured stomatal resistance exhibits a diurnal cycle and is apparently different for each leaf of the same age on the same plant [97]. Sunflower, grape, rice and wheat show higher uptake rates than komatsuma and cabbage, while tomato and orange have the lowest uptake rate. Water in veins and stems is less contaminated than in leaves. The ears of rice and wheat have uptake rates of 30% for wheat [171, 172] and 70–100% for rice [181]. Immediately after exposure to HTO, there is a rapid loss of HTO from leaves with a half-time of 0.5 hours at noon, but the half-time if the exposure ends in the night. After a night-time exposure, the concentration of HTO in leaves is still 10-20% the next morning. There is a diurnal pattern to the loss rate. Under night conditions, even if the stomata are completely closed, cuticular conductance occurs, and it varies among plant species. Uptake of HTO at night can be relatively high. The orange and tomato have very low loss rates at night, while rice and wheat have high loss rates. For young lettuce, the day and night uptake rates are practically the same, but for other crops night rates of uptake are 3–5 times lower than those during the day.

There are difficulties in the laboratory with the extraction of the exchangeable fraction of OBT, and presently there is no standardized method. Some experimental data show unexpectedly high amounts of non-exchangeable OBT, which may be due to laboratory methods that allow for the contribution of exchangeable OBT. In daytime, the direct conversion of HTO to OBT through photosynthesis contaminates the assimilate and subsequent processes of assimilate export to plant parts are less relevant. For OBT produced at night, the situation is more complex: there are 2 cases (tomato and tangerine) for which production of OBT at night is higher than during the day.

OBT is produced in leaves. After a 1 hour exposure during the day, the OBT concentration in the water of combustion can be up to 1.5% that of the HTO concentration at the end of exposure; for exposures at night, the percentage is between 0.1% and 0.4% (wheat and rice). For plants with edible roots (potato, radish) or fruit (wheat, rice, tomato), OBT is exported from the leaves with a loss rate that is much lower than for HTO. After 6–20 hours the OBT concentration in the combustion water of the leaf is equal to the HTO concentration; later on, it is much higher. At harvest, OBT predominates. For leafy vegetables (and grass perhaps), the OBT in leaves slowly decreases through respiration loss. OBT predominates just a few hours after an exposure during the day and by the next morning for the night exposures. Experimental data are still needed for leafy vegetables and grass.

For longer exposure times, the OBT/HTO ratio increases if environmental conditions are constant.

These experimental data were collected in environmental chambers or relatively small boxes. As a result, the environmental factors affecting tritium transfer and conversion to OBT differ from field experiments. In these experiments, artificial ventilation was used to minimize
boundary and atmospheric resistance. Thus both uptake and loss rate were increased. Under field conditions, the exchange velocity and transfer rate between air and plants are lower. In the box experiments, the temperature increased by about 10°C during the exposures, and, in some cases, the plants experienced temperature stress and consequently lower uptake and loss rates. Only as a first approximation can these experimental data be considered valid for field conditions. Due to the diurnal pattern of uptake and conversion to OBT, a diurnal pattern in the ingestion dose can be seen. Qualitative results are given in Figure 39.

The transfer of OBT into an edible plant part (translocation index, or TLI) depends largely on the stage of plant development. Under field conditions, plants have different developmental stages each day of the year. Consequently, a seasonal pattern of ingestion dose arises, as shown quantitatively in Figure 40.

Local tastes, consumption of local products, and climatic conditions influence both diurnal and seasonal patterns of ingestion dose. Figures 39 and 40 were created assuming a constant HTO air concentration for a 1 hour release from a Romanian CANDU reactor that exposed plants and animals that make up part of the Romanian diet. The important crops are wheat, maize, sunflower, grapes, vegetable and fruits (apple, peach). Not all of them are included in this overview.

For estimating doses from releases from ITER, the important crops are hay, corn, wheat, Mediterranean vegetables, grapes, olives, tomatoes, salad greens, root vegetables (carrots), and fruit (apples). Experimental data are lacking for these crops. However, it is clear that the local consumption of cereals around ITER is less than in Romania, and more experimental data are needed for grass, salad greens, olives and grapes. Other data are needed to estimate ingestion dose around fuel reprocessing plants in Japan or France.

Natural variability has a large impact on the conclusions that can be drawn from experimental data. There is a large variability in stomatal conductance for leaves of the same age on a single plant. When experimental data are compared with the best model results we have, variability is at least a factor 2. To define a “reference plant”, a large number of samples must be analyzed, which is not cost effective. Normally, about 3 plants are combined into a composite sample, and this is inadequate to describe a true average. Consequently, the experimental results are affected not only by counting statistics and sample preparation errors, but also by a systematic error due to so few plants being analyzed. When model predictions are compared with experimental data, these systematic errors must be taken into account. Experimental data errors can be at least 50%, while analytical and statistical errors are often less than 20%.

For modelling needs, formation of OBT in day-time seems adequately understood, but much more needs to be done to understand the processes at night. Production of OBT at night cannot be ignored because HTO dispersion in night is weak and concentrations at a receptor can be as high as 40 times the value during the day. The experimental evidence noted above revealed that leaf HTO will be only 3–5 times less at night than during the day given the same air concentration. Experimental data show that the TLI at night is similar to that during the day. Consequently, formation of OBT at night cannot be ignored in a safety assessment. Understanding of processes that occur in the dark must be increased to develop robust models. This topic will be addressed in the next IAEA programme.
FIG. 39. Diurnal pattern of ingestion dose (assuming Romanian diet exposed to 1 hour of constant air concentration).

FIG. 40. Seasonal pattern of ingestion dose (constant air concentration).
8. REVIEW OF SOIL-PLANT TRITIUM TRANSFER

8.1. OVERVIEW

Tritium transfer can be viewed as a combination of diffusion and transport in water. Water includes atmospheric water vapour, soil moisture, groundwater and tissue-free water within the plant biomass of a terrestrial ecosystem. Processes of diffusion are addressed in detail in other sections of this report, while those water transport processes that are critical for the quantification of tritium retention in soil and plants and re-emission back to atmosphere are addressed in this chapter.

The relationship between soil moisture and evapotranspiration is of particular importance, because evapotranspiration is responsible for tritium re-emission. Vegetation interacts with soil and is critical in the transfer of tritium after an accident. Soil in the root zone (rhizosphere) contains the large repository of water into which tritium enters via direct deposition during the accident and via root respiration shortly afterwards. Tritium (HTO) re-emitted into secondary plumes provides a key route of recycling, because certain fractions of this HTO are deposited back to the soil and intercepted by foliage. The rest of soil HTO is removed by infiltrating water and by aquifer recharge, but some fraction of it is returned back to the rhizosphere due to water table fluctuations and a subsequent rise of the capillary fringe. All these processes, and particularly evapotranspiration, are significantly constrained by the availability of soil moisture and the depth of the water table. Spatial distribution of these depends on soil texture and topography [193–198]; a mixture of water-stressed locations and wetter valleys can result in significant differences in evapotranspiration across the landscape [199–203]. It is important to note, that this significant heterogeneity (a combination of dry and wet locations) occurs due to lithological and pedological complexity [204, 205] rather than to terrain complexity (steep slopes). Hydrological complexity of a gently rolling terrain is commonplace (e.g. in Canada).

8.2. APPROACH TO THE ROLE OF SOIL MOISTURE IN THE SPATIAL VARIABILITY OF EVAPOTRANSPIRATION

The dynamics of soil water are an integral part of the hydrological cycle and control interrelationships between precipitation, infiltration, drainage, groundwater recharge and evapotranspiration. Spatial variability in soil moisture affects a significant part of the spatial variability of evapotranspiration. Traditional empirical formulae used for assessment of evapotranspiration do not account for this variability except through uncertainties associated with evapotranspiration measurements [206]. With increased computational power and the development of numerical weather prediction systems in the last 2 decades, crude empiricism in estimating actual evapotranspiration has been replaced by more accurate parameterization of underlying processes. New parameterization has mainly targeted coupling between evapotranspiration and its major source – soil moisture. Quantification of the strength of the coupling remains the subject of intense research. This research has culminated in the development of a lysimeter situated in the wind tunnel at the Colorado School of Mines. Theorists have approached the same subject with a fully coupled groundwater-atmosphere system, “PF.WRF”. “PF” stands for the popular hydrological module, ParFlow, and “WRF” stands for the Weather Research Forecast system, which is used worldwide, particularly in emergency response systems for real-time atmospheric dispersion assessments. PF.WRF was jointly developed by the Colorado School of Mines and Lawrence Livermore National Laboratory (LLNL) [207]. This elaborate approach should help clarify the otherwise vague limits of applicability of traditional empirical formulations. One of the key objectives of
tritium modelling is seen in the assimilation of breakthrough knowledge gained in the fields of hydrology, hydrometeorology and weather prediction.

8.3. HANDLING THE SPATIAL VARIABILITY OF EVAPOTRANSPIRATION IN HYDROLOGICAL MODELS

The assessment of the spatial variability of evapotranspiration in watershed hydrology models requires a 3D model to account for vertical soil structure. Simplification to a 2D model can be achieved when the primary horizontal coordinate is aligned with the local water route. However, because most of the model complexity is inherent in the vertical coordinate, it is preferable to start with the one-dimensional (1D) approach, which is currently commonplace in tritium modelling.

One of key hypotheses underlying a simpler 1D tritium transfer model is that long-term water balance is determined only by locally fluctuating water supply (precipitation) and demand (potential evapotranspiration) moderated by water storage in the soil. This hypothesis was proved by Milly [208] and holds for a uniform climate and simple terrain. The definition of “simple” terrain compared with “complex” terrain is a topic of considerable debate, however, because different models are differently sensitive to sub-grid orography. Further support of this hypothesis was offered by Kim, et al. [209], who demonstrated that lateral flow is relatively unimportant compared with groundwater flow. As a result, processes in the vadose zone actually appear 1D, with all lateral flow information reflected in a single parameter – fluctuating water table depth.

The partitioning of precipitation into evapotranspiration and runoff is essential for the assessment of HTO re-emission. According to Milly [208] partitioning depends on the following dimensionless numbers:

— The ratio of average annual potential evapotranspiration to average annual precipitation (index of dryness);
— The ratio of the spatially averaged plant-available water to the annual average amount of precipitation;
— The ratio of the spatially averaged water-holding capacity of the soil to the annual average amount of precipitation;
— The mean number of precipitation events per year;
— The shape parameter of the gamma distribution describing the spatial variability of the storage capacity;
— Seasonality in:
  • Precipitation intensity,
  • Storm arrival rate, and potential evapotranspiration.

Apart from being 1-dimensional (and thus supportive of the 1D tritium transfer in the soil-plant system), Milly’s model provides a convenient and simple framework for tritium transfer at the level of complexity suitable for regulatory algorithms. Milly’s model, however, has not yet been implemented in a tritium model.

It is also important to note that the supply-demand-storage hypothesis of Milly neglects soil moisture dynamics to a certain degree. For example, infiltration causes dynamical effects that are not included in Milly [208], although such effects still permit a 1D description. Other finite-permeability effects further complicate the issue [210]. If water table dynamics are
taken into account, a very important enhancement to the model [211], quantification of recharge due to lateral flow, and thus a 2D model, is required.

A minimal 2D model (which will be sufficient, if the x-coordinate is aligned with the water route) requires an adequate balance between robustness and accuracy. Effective 2D approaches to handling spatial variability in evapotranspiration (and thus HTO transfer) across the landscape can be illustrated by the field-scale model, Root Zone Water Quality Model (RZWQM) [212, 213] and by two watershed hydrology models: APEX [214–216] and WEPP [217]. All three models are designed for PC, are sufficiently robust and user friendly, and are applicable to the micro- and landscape scales needed to predict secondary HTO plume evolution. Models like RZWQM, APEX and WEPP provide appropriate and convenient frameworks for modelling soil water and HTO movement within the soil-plant system. Another approach to handling certain 2D effects is to improve existing algorithms of HTO translocation in the rhizosphere using some of key modelling features of RZWQM, APEX WEPP, or other hydrological models. Key features for each model include:

- **WEPP** handles digital elevation data, enhanced subsurface lateral flow and cropland, rangeland and forest hydrology. Its plant growth model uses data for available N and P. WEPP removes root zone water, has a kinematic storage sub-model for lateral subsurface flow, uses measurements for groundwater flow, and includes a return flow from an unconfined aquifer. Effective hydraulic conductivity is calculated by WEPP.

- **APEX** accounts for the soil temperature profile, the N cycle, N and P uptake, and associated phenology, particularly root growth. Vertical and horizontal subsurface flow is calculated using storage routing and pipe flow equations; groundwater flow is calculated as per percolation rate and return flow rate. APEX calculates evaporation and transpiration by Ritchie method. Spatial heterogeneity of the watershed is based on a combination of homogeneous sub-areas, which are linked via water routes down to the watershed outlet.

- **In RZWQM**, water, organic matter and nitrogen cycles are modelled within fast and slow residue compartments, three humus compartments (fast, transition and stable), and the aerobic and anaerobic compartments of the heterotroph and autotroph compartments. Movement of water C and N is calculated within, above and below the root zone. C and N uptake are modelled along with transformations of C and N throughout the soil profile, CO₂ assimilation, C allocation, dark respiration periodic tissue loss, plant mortality and root growth. RZWQM utilizes sensible and latent heat flows, soil water dynamics using Richard’s equation, Poiseuille’s law for macropore flow subject to gravity, Green-Ampt formulation for lateral flow, pseudo-2D drainage flow and water table fluctuations.

### 8.4. COMPLEXITY OF THE SOIL-PLANT-ATMOSPHERE SYSTEM IN THE CONTEXT OF TRITIUM TRANSFER

Certain features of existing models of tritium transfer in the soil-plant-atmosphere system are more complex than in distributed hydrological models. Tritium models are similar to the land surface schemes of global circulation models (GCM, or weather prediction systems) because of the need for both types of models to handle the details of water, energy and carbon cycles at the vegetated surface [218–224]. Herein follows a review of soil-plant modules using four typical tritium models of significantly different complexity as examples. Models considered are GAZAXI (CEA, France), ETMOD (AECL, Canada), UFOTRI (KIT, Germany) and SOLVEG-II (JAEA, Japan). The soil modules of these models are analyzed in the context of
the generic structure of typical operational land surface schemes (LSS) dealing with soil-
plant-atmosphere exchange and components of surface water and energy balance. The latter
are also grouped with respect to processes modelled.

In the soil-plant system, tritium can be re-emitted, lost to deeper soil layers (thus making a
tritium sink) or stored, thus causing a lag in both re-emission and loss. Tritiated water vapour
(HTO) from an atmospheric release moves with water and follows the water cycle in the soil-
plant-atmosphere system. HTO can also diffuse against the flow of water vapour along a
concentration gradient. Tritium gas (HT) diffuses the same way as HTO in the atmosphere. It
is assumed that HT undergoes a very fast transformation into HTO once in contact with the
soil due to microbial activity. By means of diffusion and transport with water, HTO is
supplied to green vegetation, mostly leaves, where it is photosynthesized into carbohydrates
as OBT.

In the one-dimensional model the the rainwater can leave the soil-plant system through leaves
(via stomata and or through the cuticle), through pores in the soil and through the bottom
layer of soil (deep aquifer recharge via drainage). Water also leaves the system via surface
runoff, which can be specified in one dimension as a point sink. Sub-surface lateral flow
correspondingly becomes a line sink. Diffusion of tritium is also assumed one-dimensional.

8.5. GENERAL OVERVIEW OF THE SOIL-PLANT SYSTEM

8.5.1. Compartments of the soil-plant system

It is advisable to make a distinction between compartments responsible for holding and
transferring tritium, both above- and below-ground. Most models separate the live matter
(root) and dead matter (soil organic matter and litter) from the soil. Advection of HTO
occurs due to the movement of water in roots and soil pores; HTO also diffuses in soil. OBT
is transported to the root via photosynthate allocation and is decomposed (back to HTO) in
the processes of autotrophic root respiration and heterotrophic respiration due to microbial
decomposition of dead matter (soil carbon and litter). The use of a single root compartment is
considered appropriate.

8.5.2. Processes in the soil-plant system

Processes in sub-surface compartments can depend on such variables as soil temperature,
gaseous, liquid and frozen soil moisture content, root distribution and phenomenological
status. The empiricism of the previous generation of tritium transfer models is being replaced
with a process-based description of maintenance, autotrophic respiration and heterotrophic
respiration governed by a series of parameters. New parameter values could be either obtained
from direct measurements in dedicated experiments, or derived from known parameters of
exchange processes in soil and plants; for example, decomposition of litter and soil organic
matter could be expressed in terms of soil temperature and soil moisture. In addition to the
enhanced description of in-soil processes associated with HTO transfer and OBT
decomposition, advantage could be gained from the revision of such soil surface properties as
roughness length and albedo) [225–227]. These turn out to depend on soil moisture and so
become new dynamical feedbacks to surface fluxes and HTO re-emission. The root mortality
process also enhances the dynamics of the soil organic matter compartment.
8.6. INTERACTION OF THE SOIL-PLANT SYSTEM WITH THE ATMOSPHERE: COUPLING OF ATMOSPHERE TO SOIL AND THREE GENERATIONS OF LAND SURFACE SCHEMES

Modelling systems devoted to soil-plant-atmosphere interactions play the role of extended dynamical lower boundary conditions for larger weather prediction models. For this reason the soil-plant-atmosphere systems are called land surface schemes (LSS). These schemes are required to be robust and universally applicable; third generation LSS schemes are in development today.

Traditionally tritium models either follow LSS or are directly imbedded into these schemes. Spatial variability in soil HTO subsequently could be treated from the standpoint of energy budget analysis, the traditional approach in weather prediction modelling.

The partitioning of tritium between re-emission and losses to sinks, and the size (and role) of the soil-plant system repository, are presently the subject of ongoing research [203, 228, 229], primarily to clarify land surface classification with respect to partitioning of surface fluxes between sensible and latent heat. The latent heat flux is also known as evapotranspiration (ET) and provides a route of tritium re-emission. In some situations partitioning can be simply defined (and parameterized) at the surface; one approach, known as the bucket model, uses a virtual bucket to represent the soil as a single slab. Precipitation exceeding the size of the bucket simply causes the bucket to overflow, thus simulating surface runoff; no feedback to partitioning is expected. Modifications such as the use of leaking buckets to reflect known drainage rates are also often encountered. In certain other situations however, apparent feedback occurs in the soil-atmosphere system; this feedback is known as coupling. If the concept of the bucket is retained, large uncertainties arise in the case of strong coupling. The bucket approach makes up the first generation of land surface schemes, as coupling in the soil-plant-atmosphere system is included in very little detail. The minimum amount of detail typically requires three soil layers and a one or two layer canopy (the big-leaf approach). Models of this complexity are called second generation models, and were used for climate change analysis as they much better represent the partitioning of the surface energy budget components. The latter purpose lead to the inclusion of the carbon cycle, and photosynthesis in particular, and models of this sort became immensely useful for tritium studies. Many tritium models fall into the category of second generation schemes.

Notwithstanding the progress made, the second generation models were not universally applicable, as the coupling associated with transition to limited soil water supply required elaborate parameterization of soil water feedback on ET and on other processes such as photosynthesis. Third generation model development was subsequently started about 2 decades ago; this development is on-going because progress has been incremental. This has caused a renewal of interest in simple modelling concepts [202, 230–236].

Third generation models are characterised by inclusion of processes such as soil and leaf thermodynamics, plant phenomenology (quite helpful for handling tritium translocation), phase transitions between water vapour and liquid water in soil pores and multiple layers in the soil and the canopy. Third generation tritium models, built into the framework of third generation land surface schemes, subsequently have inherited very large uncertainties associated with model predictions.
8.7. SPATIAL VARIABILITY OF COUPLING AS A BASIS FOR ROBUST TRITIUM MODELING

Coupling is known to be weak in the vicinity of valleys and on flatlands with adequate precipitation [234, 237, 238]. Coupling also vanishes on highlands with deep water tables and in semi-arid climates. The development of tritium models subsequently can follow two routes. The first is in the revision of simple robust models of tritium transfer, which are appropriate where coupling is weak. The second route is to use sophisticated research-grade models to carry out sensitivity analyses to identify narrow critical zones responsible for strong coupling of the atmosphere to the land [201]. Such analysis is already being carried out by the weather and climate research community, where interest in this subject is strong. Meanwhile it seems logical to apply robust but different soil-plant tritium algorithms in wet and dry regions divided by narrow critical zones. This will address spatial variability and diminish associated uncertainties. Experimental evidence in Canada at AECL CRL suggests smaller inter-species (cultivar) variability compared to variability in space; on these grounds cultivar analysis of HTO transfer could be assigned a low priority.

8.8. OVERVIEW OF SOIL-PLANT TRITIUM MODULES

The tritium models considered below are GAZAXI [239], ETMOD [91], UFOTRI [92] and SOLVEG-II [240]. The capabilities of these models are listed in Table 39.

8.8.1. Processes in the soil-plant system

Water infiltration, which is responsible for HTO advection, can be modeled via the Green-Ampt solution, or via the numerical solution to Richards’ equation with free Darcian flow. Root uptake is quantified by plant transpiration. Soil thermodynamics is taken into account and independent diffusion of HTO is modelled.

8.8.2. Boundary conditions for HTO

— Gaseous deposition on the surface;
— Rainfall, irrigation and dew-fall (amplifying tritium transport to the soil);
— Re-emission (loss to the atmosphere according to the concentration gradient);
— Evaporation-assisted transport to the atmosphere; and
— Drainage to the aquifer (advection via recharge/discharge).

8.9. LAND-ATMOSPHERE COUPLING AND REMARKS ON APPLICABILITY OF ANALYSED MODELS

The third-generation models (e.g. SOLVEG-II) are directly applicable to critical zones with strong coupling. Due to this fact, these complex models could help resolve the question of the sensitivity of tritium transfer to the degree of coupling, which is expected to be high. Comparison to second generation models (e.g. UFOTRI or ETMOD) is recommended. In the case of ETMOD the canopy conductance depends on soil water availability (see Section 8.11).

Two basic cases of weak coupling, shown in Table 40, demonstrate the applicability of first and second-generation models (e.g. GAZAXI, ETMOD, or UFOTRI).
TABLE 39. MODEL CAPABILITIES

<table>
<thead>
<tr>
<th>Model</th>
<th>Type</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAZAXI</td>
<td>Boundary conditions</td>
<td>Wet deposition (Chamberlain’s approach), dry deposition (gradient exchange based on exchange velocity $V_{ex}$, which depends on LAI)</td>
</tr>
<tr>
<td></td>
<td>Processes</td>
<td>Root uptake</td>
</tr>
<tr>
<td>ETMOD</td>
<td>Boundary conditions</td>
<td>Dry deposition only (Vex given by the resistance approach)</td>
</tr>
<tr>
<td></td>
<td>Processes</td>
<td>Root uptake via ET (resistance approach); diffusion and infiltration (semi-analytical approach with bottom – no flow boundary condition)</td>
</tr>
<tr>
<td>UFOTRI</td>
<td>Boundary conditions</td>
<td>Wet deposition (scavenging coefficient approach), dry deposition (Vex given by the resistance approach), re-emission (based on ET following Monteith’s approach)</td>
</tr>
<tr>
<td></td>
<td>Processes</td>
<td>Root uptake via ET (Monteith’s approach); infiltration (matrix force (suction tension, hydraulic conductivity with bottom – no flow boundary condition))</td>
</tr>
<tr>
<td>SOLVEG II</td>
<td>Boundary conditions</td>
<td>Wet deposition (scavenging coefficient approach); mixed boundary conditions (Vex., carbon-modelled stomatal resistance); re-emission independently via Vex and carbon-based ET</td>
</tr>
<tr>
<td></td>
<td>Processes</td>
<td>Soil thermodynamics, CO₂ diffusion; 2-phase HTO diffusion and advection (1-phase Richards’ equation for soil water movement)</td>
</tr>
</tbody>
</table>

TABLE 40. OCCURRENCE OF WEAK COUPLING OF LAND WITH ATMOSPHERE

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Zones with deep water table and generally low soil moisture contents; water-limited conductance $g_c$ and ET. Leaking bucket or free drainage are assumed as the bottom boundary conditions.</td>
</tr>
<tr>
<td>2</td>
<td>Zones of discharge, zones with shallow water table and high levels of soil moisture; partitioning of latent and sensible heat fluxes favours latent heat (ET). Actual ET approaches energy-limited potential ET and as such only depends on meteorology – spatial variability becomes secondary and corresponding adjustments to ET formulation can be performed. No-flow bottom boundary conditions and the bucket model approach could be implemented.</td>
</tr>
</tbody>
</table>

Some investigation into the role of soil thermodynamics and related model sensitivity could be useful in both cases.

A complete tritium model could contain a mapping of soil texture to elevation and further parameterization of HTO re-emission in each grid-cell using a combination of Case 1 and Case 2 HTO re-emission algorithms based on differently defined ET.

Coupling of soil-atmosphere surface fluxes occurs via correlation of surface fluxes and water table depths. Certain narrow zones on terrain slopes (termed critical zones) are known to be responsible for high correlations of this kind. Critical zones separate dryer highlands (where the latent heat flux is capped by a limited surface moisture supply) and valleys (where the soil moisture allows vegetation to operate much closer to potential ET). The variability of surface fluxes within critical zones appreciably exceeds the variability away from critical zones and so spatial variability could be seen as a contribution from two uncoupled zones with a constant effective ET in each. The influence of the third (critical) zone merits examination.
8.10. OVERVIEW OF FEEDBACKS IN THE SOIL-PLANT SYSTEM

Soil thermodynamics, soil moisture and plant physiology exert important feedbacks on each other. The role of these feedbacks has been assessed in a range of studies under the umbrella of the Intergovernmental Panel on Climate Change (IPCC). Subsequent coupling of these processes with the atmosphere caused the emergence of third generation land surface schemes targeted at clarification of land-atmosphere coupling. The parameterization of soil processes [241] offered in the Canadian submission to the IPCC are particularly useful and readily available for tritium transfer modelling; root growth parameterization follows recent work [241].

The important feedback from soil moisture to photosynthesis is only briefly outlined in Section 8.11.3, as it is addressed in other sections of this report.

The dynamical consideration of leaf and stem mortality results in a dynamical description of the size of the litter compartment, which is responsible for HTO respiratory re-emission and water (and HTO) interception. Subsequent enhancements to the modelling of respiration could be suggested. This subject is however omitted in this section and some relevant studies are mentioned in Section 8.12.

The process of root growth is presently not implemented in tritium transfer models. This process is however known to play an important role in the dynamical interaction of the atmosphere with soil moisture in general and with the fluctuating water table in particular. Parameterization of this process is considered an important step in enhancing the capability to model water transport [241–244]. This parameterization is relatively simple and could be implemented in tritium models, and is therefore addressed in the next section.

8.11. PARAMETERIZATION OF DYNAMICAL FEEDBACK FROM ROOTS: ROOT GROWTH

8.11.1. Biomass Growth

The partition of carbon (C) between leaf (L), stem (S) and root (R) compartments over long time periods could be considered allometric [245]. The equation is:

\[
(C_R + C_S) = \varepsilon \, C_L^k
\]  

(94)

where \( k = 1.6 \) as defined by the Frankfurt Biosphere Model – FBM [245] and \( \varepsilon \) is a constant related to the plant functional type (PFT) (e.g. \( \varepsilon = 0.5 \)).

Detailed dynamics of \( C_R, C_S \) and \( C_L \) are given in [241]:

\[
\begin{align*}
\frac{dC_L}{dt} &= A - R_{gL} - R_{mL} - A_{\text{roots}} - A_{\text{stem}} - D_L \\
\frac{dC_S}{dt} &= A_{\text{stem}} - R_{gS} - R_{mS} - D_S \\
\frac{dC_R}{dt} &= A_{\text{roots}} - R_{gR} - R_{mR} - D_R
\end{align*}
\]  

(95)

where:

- \( C_i \) is carbon concentration in the leaf \( (i = L) \), stem \( (i = S) \) and root \( (i = R) \) compartments;
- \( A \) is gross photosynthetic uptake;
- \( A_{\text{roots}} \) is carbon allocated to roots from leaf;
- \( A_{\text{stem}} \) is carbon allocated to stem from leaf.
$R_{gi}$ is growth respiration for leaf ($i=L$), stem ($i=S$) and root ($i=R$) compartments; 
$R_{mi}$ is maintenance respiration for leaf ($i=L$), stem ($i=S$) and root ($i=R$) compartments; 
$D_i$ dead matter (litter) in the leaf ($i=L$), stem ($i=S$) and root ($i=R$) compartments.

The amount of photosynthate formed in the leaf and transferred to the roots can be calculated on the basis of a dynamically changing allocation fraction $a_r$ of gross photosynthetic uptake:

$$A_{roots} = a_r A$$  \hspace{1cm} (96)$$

The dynamics of $a_r$ are known to be governed by soil moisture content and light availability. One simple parameterization is offered in Eqs. (97) and (110) below. The degree of soil saturation required for calculations can be parameterized the following way:

$$\beta = \max\{0, \min[1, (\theta - \theta_{wilt})/(\theta_{field} - \theta_{wilt})]\}$$  \hspace{1cm} (97)$$

where, $\theta$, $\theta_{wilt}$ and $\theta_{field}$ are the soil moisture content, wilting point soil moisture, and field capacity respectively, and $\beta$ is the depth dependent degree of soil saturation.

The functional dependence of $\beta$ on depth can be reflected in a set of $\beta_i$ values in different layers. This requires different $\theta_{wilt}$ and $\theta_{field}$ in the soil layers weighted by the fraction of roots in these layers. $a_r$ thus appears sensitive to the latter, and the commonly used constant rooting depth (and root distribution) may not be adequate when it comes to accurately accounting for HTO re-emission.

The other variable needed for calculation of $a_r$ is the light availability. We can introduce the scalar pertaining to the availability of light ($L$) using the Leaf Area Index ($LAI$):

(1) for trees and crops with stems:

$$L = \exp(-k_nLAI)$$  \hspace{1cm} (98)$$

where:

$k_n$ is the light extinction coefficient; and

(2) for grasses:

$$L = \max(0, 1 - \frac{LAI}{4.0})$$  \hspace{1cm} (99)$$

The fraction of photosynthate moved to the roots can then be parameterized in the following way:

(1) for trees and crops with stem:

$$a_r = \frac{(\varepsilon_r + k_i(1 - \beta))/(1 + k_i(2 - L - \beta))}{1 + k_i(2 - L - \beta)}$$  \hspace{1cm} (100)$$

where:

$\varepsilon_r$ is a plant physiological parameter for photosynthate allocation to roots; and

(2) for grasses:

$$a_r = \frac{(\varepsilon_r + k_i(1 - \beta))/(1 - k_i(1 + L - \beta))}{1 - k_i(1 + L - \beta)}$$  \hspace{1cm} (101)$$
An increase in water stress is known to increase allocation to the roots. Thus a large value of $k_1$ provides high sensitivity of these process to $L$ and $\beta$. A default value of $k_1 = 0.8$ is recommended.

### 8.11.2. Root density profile

Root biomass arising from photosynthate allocation can be converted to rooting depth and a root distribution profile. Seedlings access water from shallow soil layers whereas mature plants draw water from deeper layers [246]. Dynamical handling of root distribution [247] results in different concentrations of HTO transported with the transpiration flux compared to a constant (i.e. static) rooting depth and vertical root distribution.

Following the study of Arora and Boer [247], an exponential root density profile, $\rho$ (kg C m$^{-2}$), can be parameterized as:

$$\rho = A(t) \exp(-a z) \quad (102)$$

where $A$ is the surface root density and $a$ is a constant independent of root biomass, $B$. The total root biomass above depth $z$ is obtained by integrating Eq. (102) in the vertical:

$$B = A(t)(1 - \exp(-a z))/a \quad (103)$$

The whole root system has a total biomass of $B = A(t)/a$. Conversely, we can define the fraction $f_r$ of total root mass as:

$$d = - \ln(1 - f_r)/a \quad (104)$$

which permits definition of the “rooting depth” $d$, the depth containing 95% of roots ($f_r = 0.95$):

$$d \approx 3/a. \quad (105)$$

Jackson et al. [248] estimate that the mean root biomass is about 4.4 kg m$^{-2}$ for trees, with the maximum reaching 8.7 kg m$^{-2}$; for other species the mean root biomass can be as small as 0.1 kg m$^{-2}$.

The constant $a$ provides a poor fit to the field root biomass data analyzed in Arora and Boer [247]. Major deviations were caused by the rooting depth, which was observed to change appreciably with time. In particular, the relation $d \sim B \sim a^{-1}$ was established. This is an important implication for HTO uptake and re-emission by transpiration. A revised formulation of Eqs. (102)–(105) can be obtained by replacing $a$ with two cultivar-dependent constants $\alpha$ and $b$:

$$a = b B^{-\alpha(t)} \quad (106)$$

Eqs. (102)–(105) then become:

$$\rho = b B^{(1-\alpha(t))} \exp(- b B^{-\alpha(t)} z) \quad (107)$$

$$f_r = 1 - \exp(- b B^{-\alpha(t)} z) \quad (108)$$

$$d = 3 B^\alpha(t) b^{-1} \quad (109)$$
The two new constants $\alpha$ and $b$ are cultivar-dependent. Values can be found in Arora and Boer [247] or inferred from Jackson et al. [248], where various plants and their $a$ and $B$ values are discussed. $\alpha$ is responsible for partitioning between horizontal and vertical root growth; $\alpha \in [0; 1]$. For example, simple horizontal root growth occurs with a constant root depth if $\alpha=0$ ($b=a$ is also implied in this case). Growth is mostly vertical if $\alpha=1$. A default value of $\alpha=0.8$ is recommended by Arora and Boer [247].

Some minor modification to $\alpha$ is required when root growth is limited, e.g. by bedrock, which is a frequent case in Canada.

8.11.3. Constraint on transpiration

Constraints on the transpiration flux are typically modelled at the plant/air interface, implying that they are controlled by the stoma and not the roots. Closure of the stomata in response to soil moisture stress can be modelled by decreasing the rates of photosynthesis and canopy conductance [249, 250]. In particular the following formulation can be used:

$$A_{\text{stressed}} = A(1-(1-\beta)^\alpha), \quad (110)$$

The implications of soil water stress on transpiration are addressed in detail in other sections of this report.

8.12. RESPIRATION

Direct re-emission of HTO from soil and plant tissue is complemented by the decomposition of the maintenance fraction of intermediate carbohydrates (and OBT) via autotrophic respiration shortly after OBT formation, and by the microbial decomposition of below-ground organic matter and litterfall (and OBT) via heterotrophic respiration [251–254]. Inputs to these processes are the distribution of root biomass and the litter density. Respiration processes essentially depend on soil temperature and soil moisture [255–264], require extensive parameterization [265, 266] and merit separate examination within the next generation of soil-plant models.
9. TRITIUM TRANSFER IN WHEAT EXPERIMENTS AND MODEL TESTS

9.1. OVERVIEW

Successful testing of models against experimental data is key to accepting the models for use in real situations [167]. For tritium models, the first international testing exercise occurred in the 1990s [267]; in addition, other tests have been carried out on the UFOTRI [173] and ETMOD [91] models. Because of the Fukushima reactor accident in March 2011, requirements for nuclear safety have increased, including the robustness of (radiological) risk assessment models. In the EMRAS I programme, the working group dedicated to $^{14}$C and $^{3}$H modelling tested several models against experimental data for simulated hypothetical accidental releases to the atmosphere ($^{14}$C in potato plants and $^{3}$H in soybean). The conclusions were not promising.

In the EMRAS II programme, having access to all the data for tritium experiments in winter wheat that were conducted in Germany in 1995–1996, a scenario for model testing was developed to add to the understanding of the processes involved. The results of the original experiment had been used to calibrate the ‘plant-OBT’ model [175], and were only partially published [174, 176]. The scientific impact of the experiment was high, and some of the experimental conditions and results were shared between scientists. The main results were incorporated into the present study (Section 7) but all the experimental conditions and results were not fully accessed by the scientific community. The scenario for EMRAS II was defined using all of the original experimental conditions. The test was not really a blind one, however, because some of the participants already knew the results (i.e. the Romanian and German participants).

9.2. EXPERIMENTS AND SCENARIO DEFINITION

In 1995 at KfK (now Karlsruhe Institute of Technology, KIT), winter wheat plants were grown in a small experimental field and short-term HTO exposure experiments were conducted during the grain-filling stage of the wheat. For the HTO exposure, a transparent plexi-glass box (30 × 30 cm, 100 cm high) was used as the field-exposure chamber. An HTO-evaporation unit was installed inside the box. The amount of HTO maintained in the box was adjusted using the power supply for the heating system of the evaporation unit, so that a constant evaporation rate of HTO during an HTO-exposure period of 1 hour was achieved. The mixing of air by a fan inside the box resulted in an almost homogeneous tritiated-air humidity inside the box.

Air-moisture was withdrawn from the box by a calibrated bubbler system and trapped in vials with a scintillation cocktail. Vials were changed every 5 minutes.

The following parameters were also measured in the box during the exposure:

— Air temperature (°C);
— Relative air humidity (%);
— Light intensity (PPFD) (µE/m$^2$s).
FIG. 41. Experimental design for studying wheat uptake of HTO (taken from [172]).

<table>
<thead>
<tr>
<th>TABLE 41. INPUT DATA FOR WHEAT SCENARIO</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Set 1</strong></td>
</tr>
<tr>
<td>Experiment</td>
</tr>
<tr>
<td>Month</td>
</tr>
<tr>
<td>Day</td>
</tr>
<tr>
<td>Days after flowering</td>
</tr>
<tr>
<td>Days from flowering to harvest</td>
</tr>
<tr>
<td>Start hour</td>
</tr>
<tr>
<td><strong>HOURLY average exposure time</strong></td>
</tr>
<tr>
<td>Average Temperature °C</td>
</tr>
<tr>
<td>Average RH %</td>
</tr>
<tr>
<td>Average PPFD</td>
</tr>
<tr>
<td>HTO mean-air moisture</td>
</tr>
<tr>
<td><strong>Set 2</strong></td>
</tr>
<tr>
<td>Experiment</td>
</tr>
<tr>
<td>Month</td>
</tr>
<tr>
<td>Day</td>
</tr>
<tr>
<td>Days after flowering</td>
</tr>
<tr>
<td>Days from flowering to harvest</td>
</tr>
<tr>
<td>Start hour</td>
</tr>
<tr>
<td><strong>HOURLY average exposure time</strong></td>
</tr>
<tr>
<td>Average Temperature °C</td>
</tr>
<tr>
<td>Average RH %</td>
</tr>
<tr>
<td>Average PPFD</td>
</tr>
<tr>
<td>HTO mean-air moisture</td>
</tr>
</tbody>
</table>
Immediately after exposure, the box was removed from the field, and TFWT concentrations (measured after lyophilisation) and OBT concentrations (measured after combustion with a Packard Oxidiser) were obtained from samples of leaves and ears. Before combustion, the samples were kept in a tritium-free humid atmosphere to remove all the exchangeable tritium from the samples. After exposure, the remaining wheat plants were grown under ambient field conditions until harvest. At certain intervals during that time, leaf and ear samples were taken to follow the changes of tritium concentrations in the plants.

A series of seven exposures at different times of day and night in 1995 was performed (Table 41 to upgrade and improve the existing model. In 1996 another series of seven experiments was carried out (Table 41). These data were used to validate the plant-OBT model developed from the 1995 data.

For each experiment, the hourly averages of air temperature, relative humidity, light intensity and HTO concentration in the air moisture inside the box were collected during the 1 hour exposure. These data became the input data for the modellers in the scenario (see Table 41). For each experiment, these input data were supplemented with 10 minutes averages of the same parameters and with hourly meteorological data from 1995 and 1996 (e.g. solar radiation, relative humidity and temperature). The growth in biomass of the wheat plant (leaves, stems, ears or grains in kg per plant) at anthesis and harvest each year was also included in the scenario.

The modellers were asked to submit their predictions concerning:

- HTO in leaf water at the end of exposure and its dynamics for the next 24 hours (Bq L\(^{-1}\));
- OBT in leaves at the end of exposure and its dynamics for the next 24 hours and at harvest (Bq kg\(^{-1}\));
- OBT in grain (ear) at the end of exposure and its dynamics for the next 24 hours and at the harvest (Bq kg\(^{-1}\)).

Four models participated in this scenario:

- JAEA model (SOLVEG H3), a complex research-grade model, recently published [240] and briefly presented in this report (see Section 11);
- CEA model (CERES), a simple approach with a constant exchange velocity for day or night and with OBT production depending on the integrated leaf HTO concentration [268];
- IFIN model [269], with an upgraded version presented in this report (see Section 6)
- Plant-OBT model [175] as it was in 1997.

These models differed in how the uptake of HTO in leaves and the formation of OBT were treated. The most complex model (SOLVEG H3) calculated the HTO uptake and the re-emission from leaves based on the Ball-Berry formalism [137] for canopy resistance together with the advanced photosynthesis model of Farquhar [145]. A carbohydrate allocation model based on the experimental data from a single plant was used to calculate carbohydrate exchange in leaves. OBT production at night was treated no differently than that during the day. The simplest model, CERES, used a single value for the exchange velocity during the day or night that was independent of plant type, temperature or light intensity. The OBT concentration at harvest was simply calculated from the integral of the HTO
concentration in leaves using an average incorporation rate of tritium into the organic matter. The Plant-OBT model made a distinction between leaves, stems and grain and treated photosynthesis using a simple model that included the contribution of the ear. Its exchange velocity incorporated the classic Jarvis approach [136] for stomatal resistance without the link to photosynthetic rate. Night OBT production accounted for the basic metabolic processes with calibrated coefficients. The Plant-OBT and IFIN models used similar approaches to OBT production during the day along with night calibration constants, but the IFIN model used photosynthesis to define the exchange velocity.

9.3. MODEL RESULTS

While the OBT concentration in grain at harvest is the most important endpoint, modellers were asked to submit predictions for more observations and time steps to detect potential compensatory errors and to help improve the models.

The predicted to observed ratios of the leaf HTO concentrations at the end of exposure, given in Figure 42, indicate that the largest mispredictions seem to occur at the transition between day and night (starting hour of 20 in Figure 42). Generally, however, the predictions are good.

For the OBT concentrations in leaves at the end of exposure, the predicted to observed ratios (P/O) are more spread (Figure 43) with a tendency towards over-prediction by the Plant-OBT model [175] and under-prediction by the CERES model. For the night exposure (starting hour of 23), the JAEA model essentially predicted no OBT, while the other models under-predicted the observations.

At harvest, the JAEA model exhibited a large spread in its predicted to observed ratios for grain OBT concentrations with practically no OBT in grain predicted at night. The Plant-OBT model over-estimated most observations, while the other models (Figure 44) mostly under-predicted.

The translocation index is defined in the literature as the ratio between the harvest concentrations of OBT in grain (combustion water) to the leaf HTO concentrations at the end of exposure. The P/O ratios for the translocation indexes are given in Figure 45. The Plant-OBT and CEA CERES models over-predict the TLI at night.

The complete database of observations contains many intermediate time steps and can be used by each modeller for a deeper analysis. In general, under-prediction of OBT at harvest can have many possible causes that will not be reviewed here.

9.4. STATISTICAL ANALYSIS OF RESULTS FOR MODELS ACCEPTANCE

There are no international guidelines to assess model robustness in operational cases, but there are recommendations at the country level. The Environmental Protection Agency (EPA) in the USA published a series of recommendations [167, 270] including classical works [271, 272]. Based on EPA recommendations [167, 270], any model can be evaluated from at least three perspectives: statistical, scientific and operational.

Statistical evaluation primarily compares model predictions with observations. It provides concise information on model performance. The potential user must be alert, however, for the presence of the compensatory errors, which cause the model’s predictions to agree with observations for the wrong reasons.
FIG. 42. Predicted to observed ratios for leaf HTO concentrations at the end of a 1 hour exposure.

FIG. 43. Predicted to observed ratios for leaf OBT concentrations at the end of a 1 hour exposure.
FIG. 44. Predicted to observed ratios for concentrations of OBT in grain at harvest.

FIG. 45. Predicted to observed ratios for the translocation index.
The EPA references will be used here for a statistical evaluation of the CEA, JAEA and IFIN models that participated in the test.

Systematic bias refers to the ratio of the prediction \( C_p \) to the observation \( C_o \). Fractional bias \( (FB) \) and geometric mean bias \( (MG) \) are measures of mean bias and the systematic errors that always lead to under- or over-estimating the measured values. \( FB \) is based on a linear scale, and the systematic bias refers to the arithmetic difference between \( C_p \) and \( C_o \). \( MG \) is based on a logarithmic scale:

\[
FB = \frac{\sum_i (C_{oi} - C_{pi})}{0.5 \sum_i (C_{oi} + C_{pi})} = FB_{FN} - FB_{FP} \tag{111}
\]

\[
MG = e^{\left[ \ln C_o - \ln C_p \right]} \tag{112}
\]

where \( i \) is the number of data employed for the comparison.

Non-systematic errors, called random error, are due to unpredictable fluctuations. Values are scattered around the true value and tend to have null arithmetic mean when the measurement is repeated. Normalized mean square errors \( (NMSE) \) and geometric variance \( (VG) \) are measures of the scatter, and reflect both systematic and non-systematic (random) errors.

\[
NMSE = \frac{(C_o - C_p)^2}{(C_o C_p)} \tag{113}
\]

\[
VG = e^{\left[ \ln C_o - \ln C_p \right]} \tag{114}
\]

The fraction of the predictions within a factor of two of the observations \( (FAC2) \) is the most robust measure, because it is not influenced by high or low outliers.

\[
FAC2 = \text{fraction of data that satisfy } 0.5 \leq \frac{C_p}{C_o} \leq 2.0 \tag{115}
\]

In order to assess accuracy in the model performance, multiple performance-measures have to be considered. Advantages of each performance measure are partly determined by the distribution of the variable. For example, with a log-normal distribution, \( MG \) and \( VG \) provide a more balanced treatment of extremely high and low values. However, \( MG \) and \( VG \) are strongly influenced by extremely low values and are undefined for zero values. Therefore, it is necessary to impose a minimum threshold for data that have extremely low values or zero, which can be the limit of detection (LOD). In this case, if \( C_p \) or \( C_o \) are lower than the threshold, they are set to the LOD. \( MG \) and \( VG \) would be more appropriate for a dataset in which both the predicted and the observed values vary by many orders of magnitude. \( FB \) and \( NMSE \) are strongly influenced by infrequent high observed and predicted values.

The fractional bias \( (FB) \) is symmetrical and bounded; values for the fractional bias range between -2.0 (extreme underprediction) to +2.0 (extreme overprediction). \( FB \) is a dimensionless number, which makes it convenient for comparing results from studies with different concentration levels. The value of \( FB \) equal to -0.67 is equivalent to underprediction.
by a factor of two; the value of $FB$ equal to +0.67 is equivalent to overprediction by a factor of two. Model predictions with a fractional bias of zero are relatively free from bias.

When the geometric mean bias ($MG$) is +0.5, the observations are underpredicted by a factor of two; when $MG$ is +2, the observations are overpredicted by a factor of two.

When the value of the normalized mean square error ($NMSE$) is 0.5, it is equivalent to a factor of two mean bias, but it does not indicate whether the factor of two mean bias is an under- or over-prediction.

The geometric variance ($VG$) at 1.6 is equivalent to a factor of two mean bias, but it also does not indicate whether the factor of two mean bias is an under- or over-prediction.

The ratio $C_p$ to $C_o$ can be assessed with the following equations using $FB$, $MG$, $NMSE$ and $VG$.

$$\frac{C_p}{C_o} = \frac{1 - 0.5FB}{1 + 0.5FB}$$  
(116)

$$\frac{\langle C_p \rangle}{\langle C_o \rangle} = \frac{1}{MG}$$  
(117)

$$\frac{C_p}{C_o} = \frac{2 + NMSE \pm \sqrt{(2 + NMSE)^2 - 4}}{2}$$  
(118)

$$\frac{\langle C_p \rangle}{\langle C_o \rangle} = \exp[\pm\sqrt{\ln VG}]$$  
(119)

A set of perfect predictions would produce $MG$, $VG$, and $FAC2$ equal to 1.0 and $FB$ and $NMSE$ equal to 0. Chang and Hanna [271] proposed the following criteria of statistical acceptance for a model:

---

- More than 50% of the predictions fall within a factor of two ($FAC2 > 0.5$);
- The mean bias is within ±30% of the mean (|$FB$| < 0.3 or 0.7 < $MG$ < 1.3);
- Random scatter falls within about a factor of two to three of the mean (NMSE < 1.5 or $VG$ < 4).

These statistical performance measures have been used to compare the results of the CEA, JAEA and IFIN models for the wheat scenario. 61 experiments were modelled and predicted time-dependent calculations of HTO concentrations in leaf water and OBT concentrations in leaves and grain at harvest (14 results) were compared with the observations.

Statistical results for the activity of tritium in leaf water are shown in Table 42. Because some of the values were zero or smaller than the detection limits, only arithmetic scales ($FB$, $NMSE$) are illustrated. Statistical results for OBT concentrations in grain at harvest obtained using arithmetic and logarithmic scales are shown in Tables 43 and 44, respectively. $NMSE$ and $FB$ with 95% confidence limits for tritium concentrations in leaf water of wheat plants for the 61 experiments are plotted against each other in Figure 46. In Figure 47, the geometric variance and the geometric mean bias are plotted against each other for OBT concentrations in the wheat grain at harvest.
### TABLE 42. STATISTICAL RESULTS FOR TRITIUM IN LEAF WATER OF WHEAT

<table>
<thead>
<tr>
<th>Model/Performance (factor 2)</th>
<th>NMSE (0.5)</th>
<th>FB (±2/3)</th>
<th>FAC2</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEA</td>
<td>0.7</td>
<td>0.16</td>
<td>0.31</td>
</tr>
<tr>
<td>JAEA</td>
<td>1.13</td>
<td>0.26</td>
<td>0.30</td>
</tr>
<tr>
<td>IFIN</td>
<td>0.42</td>
<td>0.15</td>
<td>0.36</td>
</tr>
</tbody>
</table>

### TABLE 43. STATISTICAL RESULTS FOR OBT IN GRAIN AT HARVEST (ARITHMETIC SCALE)

<table>
<thead>
<tr>
<th>Model/Performance (factor 2)</th>
<th>NMSE (0.5)</th>
<th>FB (±2/3)</th>
<th>FAC2</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEA</td>
<td>0.7</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>JAEA</td>
<td>1.8</td>
<td>1.0</td>
<td>0.07</td>
</tr>
<tr>
<td>IFIN</td>
<td>0.8</td>
<td>0.7</td>
<td>0.5</td>
</tr>
</tbody>
</table>

### TABLE 44. STATISTICAL RESULTS FOR OBT IN GRAIN AT HARVEST (LOGARITHMIC SCALE)

<table>
<thead>
<tr>
<th>Model/Performance (factor 2)</th>
<th>VG (1.6)</th>
<th>MG (2.0 or 0.5)</th>
<th>FAC2</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEA</td>
<td>2.1</td>
<td>1.8</td>
<td>0.5</td>
</tr>
<tr>
<td>JAEA</td>
<td>15.2</td>
<td>4.0</td>
<td>0.07</td>
</tr>
<tr>
<td>IFIN</td>
<td>1.8</td>
<td>1.9</td>
<td>0.5</td>
</tr>
</tbody>
</table>

**FIG. 46.** NMSE plotted against FB with 95% confidence limits (indicated by thin horizontal bars) for HTO concentrations in the leaf water of winter wheat. The parabola represents the minimum NMSE for a given value of FB, assuming all scatter is due solely to the mean bias. Dotted lines represent a plus and minus factor-of-two mean bias for the predictions.
FIG. 47. VG plotted against MG with 95% confidence limits (indicated by thin horizontal bars) for concentrations of OBT at harvest. The parabola represents the minimum VG for a given value of MG, assuming all scatter is due solely to the mean bias. Dotted lines represent a plus and minus factor-of-two mean bias for the predictions.

TABLE 45. COMPARISON BETWEEN STATISTICAL PERFORMANCE MEASURES AND ACCEPTANCE CRITERIA FOR HTO AND OBT IN WHEAT

<table>
<thead>
<tr>
<th>HTO Leaf</th>
<th>Test/models</th>
<th>CEA</th>
<th>IFIN</th>
<th>JAEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAC2 &gt; 0.5</td>
<td>Mean bias within ±30% of the mean (</td>
<td>FB</td>
<td>&lt; 0.3 or 0.7 &lt; MG &lt; 1.3)</td>
<td>ok</td>
</tr>
<tr>
<td>Random scatter (NMSE &lt; 1.5 or VG &lt; 4)</td>
<td></td>
<td>ok</td>
<td>ok</td>
<td>ok</td>
</tr>
<tr>
<td>Acceptance</td>
<td></td>
<td>ok?</td>
<td>ok?</td>
<td>ok?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>OBT Grain</th>
<th>Test/models</th>
<th>CEA</th>
<th>IFIN</th>
<th>JAEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAC2 &gt; 0.5</td>
<td>Mean bias within ±30% of the mean (</td>
<td>FB</td>
<td>&lt; 0.3 or 0.7 &lt; MG &lt; 1.3)</td>
<td>no</td>
</tr>
<tr>
<td>Random scatter (NMSE &lt; 1.5 or VG &lt; 4)</td>
<td></td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Acceptance</td>
<td></td>
<td>ok?</td>
<td>ok?</td>
<td>no</td>
</tr>
</tbody>
</table>
The predictions of the CEA and JAEA models for HTO in leaf water are greater than a factor of 2 for $\text{NMSE}$ (random and systematic errors), and only about 30% of the predictions for all models are within a factor of 2 of the observations (Table 42 and Figure 46). All models tend to underestimate the activity in the leaf by less than a factor of 2.

The results for predictions of OBT in grain at harvest (Tables 43, 44, Figure 47) are about the same whether the arithmetic or logarithmic scale is used for the comparison. All models exhibit underpredictions; the underpredictions for the JAEA model are a factor of 3 to 4 depending on which scale (arithmetic or logarithmic) is used. OBT activity is underestimated by about a factor of 2 for the IFIN model and less than a factor of 2 for the CEA model. Systematic and non-systematic scatter is less than a factor of 3 for the CEA and IFIN models and a factor of 5 for the JAEA model.

9.5. DISCUSSION OF STATISTICAL ANALYSIS

Performance measures must be used to compare predictions to observations, and statistical analysis can definitely help model intercomparisons. Although systematic errors were found in the predictions of the models participating in the wheat scenario, the modelling of HTO in the wheat leaf seems acceptable for the three models. Studies of systematic errors lead to a ratio (prediction to observation) of 0.76 for the JAEA model and 0.86 for the CEA and IFIN models. Underpredictions are common for OBT in wheat grain at harvest, with ratios of prediction to observation of 0.3 for the JAEA model, 0.48 for the IFIN model and 0.7 for the CEA model. If statistical results are compared with acceptance criteria (Table 45), no model meets all criteria for both HTO and OBT concentrations in the wheat scenario. For HTO in wheat leaf, only FAC2 is not met by the three models. For OBT, the JAEA model does not meet any of the criteria, while the CEA and IFIN models only do not meet the mean bias acceptance, which is greater than 30%.

The statistical tests (Table 45) scientifically analyze model predictions compared with observations to detect sources of misprediction. The lack of information about wind parameters and atmospheric stability after the exposure period can partially explain model under-estimates of leaf HTO after exposure. The experimental field was situated near the laboratory, and local conditions can increase atmospheric and boundary resistances. The processes modelled for the production of OBT must be analyzed for each model and compared between models. The assumptions and approaches of each model must be explained and justified: the JAEA model ignores the formation of OBT at night, the IFIN model uses a calibration constant for OBT at night, and the CEA model treats day and night OBT production similarly.

9.6. CONCLUSIONS

Experimental data acquired in the experiments of 1995 and 1996, mostly unpublished, have been used to test models developed in IFIN-HH, CEA, and JAEA in recent years. Predictions of the older PLANT_OBT model were included for comparison.

Statistical analysis was used to detect systematic errors that led to overestimating or underestimating the measured values.
10. TRITIUM TRANSFER IN FARM ANIMALS

10.1. OVERVIEW

As part of the IAEA’s EMRAS (Phase I) Programme, which ran 2003–2007, Working Group 2 the “Modelling of tritium and carbon-14 transfer to biota and man working group” (EMRAS WG2) was set up to address $^3$H and $^{14}$C. The aim of the EMRAS WG2 was to decrease the uncertainty about the models assessments, focusing on the formation of organically bound tritium (OBT) and its transfer through the environment to humans. The final report in EMRAS WG2 [4] includes only a single test case for farm animals [273]. It was concluded that more tests and model inter-comparisons are needed before the best operational model can be selected. Practitioners must also be aware of the user’s influence on model performance. This report is intended to be a step towards developing a simple operational model, based on parameters values for animal metabolism, that satisfies the requirements of robustness necessary in radiological assessments.

The tritium contribution to ingestion dose is highly dependent on dietary habits and can have a large range (from 5–95% of ingestion dose). For current European diets, the tritium contribution to ingestion dose is estimated at about 20%, but it can be up to 50% of an infant’s ingestion dose. For routine releases, transfer coefficients and concentration ratios can be used with reasonable confidence to predict ingestion doses, [274], but, for accidental releases, the experimental data base is very limited (Table 46) and, in many cases, there are no dynamic data. The products of interest are milk (cow, sheep), meat (beef, sheep, pork, and broiler), and eggs. Tritium can be ingested by animals as either (or typically both) HTO (food and drinking water) and organic matter, including OBT. Inhalation and skin absorption are also possible routes of HTO intake. Exchangeable organic tritium and HTO rapidly equilibrate with body water. Organically bound tritium found in food is metabolised by animals and partially converted to HTO. Body HTO is also partially metabolised to OBT. If only tritiated water is given to an animal, only a small fraction is metabolized to OBT while the rest (99%) stays in the water cycle of the animal. Half-time for water turnover is well known for domestic animals: about 3.5 days for a cow, 4 days for a pig and, 2.5 days for a sheep. When a cow ingests HTO, a second component with a half-time of about 60 days is observed in both the body water and milk water. This is due to the catabolism of OBT and contributes less than 2% to the integrated activity of the body water [275]. In the milk constituents, after a cow is fed HTO, half-times of 33 and more than 200 days are observed in casein and fat, respectively. After a cow is fed with OBT, the milk constituents additionally show a very fast component with a half-time of 1.5 days [276].

To understand the experimental data for OBT transfer in milk or meat, it is useful to briefly discuss the fate of the organic food components. The relatively long molecules of carbohydrates, proteins and fats will undergo digestion, which is essentially a process of hydrolytic cleavage that involves the uptake of water. After absorption of water, the resulting smaller molecules (amino acids, monosaccharides and fatty acids) will enter the general pool of metabolic precursors where they can be used for any of the following processes [277]:

---

**Formation of energy.** This is a metabolic oxidation involving the conversion of OBT to HTO. After feeding with OBT, about half of the tritium is transferred to milk water (HTO);

---

**Synthesis of functional body constituents** (enzymes, hormones, structural elements, secretions [e.g. milk]). This involves conversion from one form of OBT to another form;

---

**Synthesis of body reserves, particularly fats.** This again converts one form of OBT to another.
TABLE 46. QUALITY AND AVAILABILITY OF EXPERIMENTAL DATA

<table>
<thead>
<tr>
<th>Food item</th>
<th>Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cow milk after HTO intake</td>
<td>good exp.</td>
</tr>
<tr>
<td>Cow milk after OBT intake</td>
<td>1 exp.</td>
</tr>
<tr>
<td>Goat milk after OBT intake</td>
<td>good exp.</td>
</tr>
<tr>
<td>Goat milk after HTO intake</td>
<td>no exp</td>
</tr>
<tr>
<td>Sheep milk after HTO intake</td>
<td>no exp</td>
</tr>
<tr>
<td>Sheep milk after OBT intake</td>
<td>no exp</td>
</tr>
<tr>
<td>Broiler meat after HTO intake</td>
<td>no exp</td>
</tr>
<tr>
<td>Broiler meat after OBT intake</td>
<td>no exp</td>
</tr>
<tr>
<td>Eggs after HTO intake</td>
<td>Russian exp.</td>
</tr>
<tr>
<td>Eggs after OBT intake</td>
<td>no exp</td>
</tr>
<tr>
<td>Beef meat after HTO intake</td>
<td>2 exp.</td>
</tr>
<tr>
<td>Beef meat after OBT intake</td>
<td>no exp</td>
</tr>
<tr>
<td>Veal after OBT intake</td>
<td>poor exp.</td>
</tr>
<tr>
<td>Pig after OBT intake</td>
<td>poor exp.</td>
</tr>
<tr>
<td>Piglets after OBT or HTO intake</td>
<td>medium exp.</td>
</tr>
<tr>
<td>Sheep after OBT intake</td>
<td>partial exp.</td>
</tr>
</tbody>
</table>

Daily animal feed intake is highly variable due to breed, diet quality, production level, and environment. Average values and ranges are given elsewhere [274], but no guidance exists to help choose a specific value. At best, a distinction must be made between intakes for highly efficient industrial farming and intakes for subsistence farming in an unfavourable environment. As an example of the variability of intake, sheep with similar mass and growth rate can consume two times more food in mountain rangeland than in a stable [278]. As another example, a small cow with a milk production of 5 L d\(^{-1}\) consumes about 8 kg dry matter (dm) of grass per day, while a large cow with a milk production of 40 L d\(^{-1}\) needs up to 25 kg dm per day. A highly concentrated diet reduces feed intake compared with a diet high in roughage. Consequently, a variability of up to a factor of 3 arises only from feed intake.

10.2. CLASSIC APPROACH

Animal intake of tritium as OBT includes both exchangeable and non-exchangeable forms, and the fractions of each before digestion can be assessed from the composition of feed (see Appendix I). Digestion processes can change these fractions, with the effect being larger for ruminants. The bound hydrogen in the organic matter of plants that is digested to carbohydrates, proteins, and lipids by the animal is more likely to be synthesized into the organic matter of the animal than is the tritium atom that enters the body as water [279]. The likelihood that one form of hydrogen in the diet will transfer to the same or another form in animal products in decreasing order of occurrence is (names of transfer factors are given in parentheses):

- Hydrogen in water to hydrogen in water (\(F_{\text{HH}}\));
- Bound hydrogen in organic matter to bound hydrogen in organic matter (\(F_{\text{OO}}\));
- Bound hydrogen in organic matter to unbound hydrogen in water (\(F_{\text{OH}}\));
- Unbound hydrogen in water to bound hydrogen in organic matter (\(F_{\text{HO}}\)).

The classical approach for other radionuclides considers the convolution integral for the concentration in animal product at time T [280]:
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\[
C_{m,k} = \sum_{i=1}^{J} \sum_{j} \left\{ a_{m,i,k,j} \int_{0}^{\infty} I_{m,i}(t) \lambda_{h,m,i,k,j} \cdot \exp \left[-\left(\lambda_{h,m,i,k,j} + \lambda_r \right) (T-t) \right] dt \right\}
\]

where:

\( C_{m,k}(T) \) is the activity concentration (Bq kg\(^{-1}\)) in animal product \( m \) at time \( T \);
\( TF_{m,i,k} \) is the transfer factor (d kg\(^{-1}\)) for animal product, \( m \);
\( J \) is the number of biological transfer rates;
\( a_{m,i,k,j} \) is the fraction of biological transfer rate, \( j \); and
\( \lambda_{h,m,i,k,j} \) is the biological transfer rate \( j \) (d\(^{-1}\)) for animal product, \( m \);
\( I_{m,i} \) is the feeding rate (kg d\(^{-1}\)); and
\( \lambda_r \) is the radionuclide decay rate (d\(^{-1}\)).

Given the four transfer pathways discussed above for tritium, it is necessary to have four transfer factors and, for the dynamic case, at least four biological loss rates. However, not enough experimental data exist to accomplish this, with the exception of tritium in cow milk after an intake of HTO. In this case, there are six data sets from which to infer both the transfer coefficients and biological transfer rates [275, 281, 282]. The data can be analyzed as a contribution of two terms, and the partition factors were normalized to 1. As shown in Table 47, the slow turnover of total tritium in cow milk (after intake of HTO) is only a small part of the total transfer because it mostly accounts for the conversion of the OBT in the body to the HTO in body-water and to OBT in milk. The fast transfer rate \( \lambda_1 \) corresponds to the body water halftime, but the range for HTO is lower than the range given in the literature for water [283]. In a metabolic model [284] the transfer coefficient is correlated with the water turnover rate and the body water content. Using recommended values, an average biological transfer rate of 0.22 d\(^{-1}\) can be used. For other animal products, the values of the fast transfer rates given by water turnover rates, were recently revised [283] and can be used as defaults. Seasonal variation in quantities of water drunk and changes in diet and production must be taken into account.

For cow milk after an intake of OBT, a single report [276] emphasizes the importance of milk production and diet on the transfer, but not on biological half-times. The transfer coefficient of total tritium varies by 30%, with a higher value for a cow with lower milk production and without concentrate in its diet (as was demonstrated in the metabolic model [284]). Using the data in Eq. (120), the biological transfer rates, \( \lambda_i \), and coefficients, \( a_i \), were obtained (Table 48).

The values in Table 48 must be used with caution because there is an inherent variability among lactating animals, as is demonstrated by data on 2 minigoats [276]. On average, the transfer rates for minigoats are similar to those for cows, but variability is up to 40% for the fastest transfer rate and 20% for the intermediate one. The values in Table 48 show the importance of various processes in milk contamination: more than 85% of the OBT in milk is produced by de novo synthesis (the fastest transfer in Table 48), a moderate fraction is linked with the intermediate transfer and a very small fraction can be produced by recycling body reserves (in muscle and adipose tissue). The specific activity of milk fat seems to be lower in the minigoat than in the cow [276], and the partition coefficients for cows in Table 48 are not recommended for minigoats.

Transfer factors and bio-kinetic half-times can be deduced from complex but robust models, and the differences can be compared with past assessments. An example is given in Table 49 for pig meat [285] where the old values used in the FDMH (Food Dose Module Tritium) model in RODOS [269] were compared with the results using MAGENTC (MAmmal GENeric model for transfer of Tritium and Carbon) model [285].
### TABLE 47. TRANSFER COEFFICIENTS AND BIOLOGICAL TRANSFER RATES FOR TRITIUM IN COW MILK AFTER AN INTAKE OF HTO

<table>
<thead>
<tr>
<th>Exp.</th>
<th>$F^*$</th>
<th>$\lambda_1^*$</th>
<th>$\lambda_2^*$</th>
<th>$a_{2n}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mullen et al. [281]</td>
<td>0.0128</td>
<td>0.217</td>
<td>0.005</td>
<td>0.007</td>
</tr>
<tr>
<td>Mullen et al. [281]</td>
<td>0.0167</td>
<td>0.207</td>
<td>0.0046</td>
<td>0.007</td>
</tr>
<tr>
<td>Mullen et al. [281]</td>
<td>0.0221</td>
<td>0.218</td>
<td>0.004</td>
<td>0.006</td>
</tr>
<tr>
<td>Mullen et al. [281]</td>
<td>0.02242</td>
<td>0.244</td>
<td>0.006</td>
<td>0.006</td>
</tr>
<tr>
<td>Potter et al. [281]</td>
<td>0.01</td>
<td>0.239</td>
<td>0.008</td>
<td>0.001</td>
</tr>
<tr>
<td>Van den Hoek and Tenhave [275]</td>
<td>0.016</td>
<td>0.206</td>
<td>0.024</td>
<td>0.009</td>
</tr>
<tr>
<td>Mean</td>
<td>0.0167</td>
<td>0.2212</td>
<td>0.0086</td>
<td>0.0055</td>
</tr>
<tr>
<td>sd $^+$</td>
<td>0.005</td>
<td>0.016</td>
<td>0.0077</td>
<td>0.0029</td>
</tr>
</tbody>
</table>

$^*$ transfer factor; $^*$ fast transfer rate; $^*$ slow transfer rate; $^*$ long term contribution to milk production; $^+$ standard deviation.

### TABLE 48. BIOLOGICAL TRANSFER RATES AND ASSOCIATED COEFFICIENTS MILK FOR OBT AND HTO AFTER OBT INTAKE

<table>
<thead>
<tr>
<th>OBT</th>
<th>fast rate</th>
<th>medium rate</th>
<th>slow rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_i$</td>
<td>$6.67 \times 10^{-1}$</td>
<td>$1.25 \times 10^{-1}$</td>
<td>$1.14 \times 10^{-2}$</td>
</tr>
<tr>
<td>$a_i$</td>
<td>$1.10 \times 10^{-1}$</td>
<td>$2.65 \times 10^{-1}$</td>
<td>$6.24 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HTO</th>
<th>fast rate</th>
<th>medium rate</th>
<th>slow rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_i$</td>
<td>$2.00 \times 10^{-1}$</td>
<td>$1.49 \times 10^{-2}$</td>
<td>NA</td>
</tr>
<tr>
<td>$a_i$</td>
<td>$9.48 \times 10^{-1}$</td>
<td>$5.23 \times 10^{-1}$</td>
<td>NA $^*$</td>
</tr>
</tbody>
</table>

* Not available.

### TABLE 49. TRANSFER FACTORS AND BIO-KINETIC HALFTIMES FOR PIG MEAT FOR OBT GIVEN BY FDMH AND MAGENTC MODELS

<table>
<thead>
<tr>
<th>Parameters</th>
<th>FDMH</th>
<th>MAGENTC</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF $^*$ (d kg$^{-1}$)</td>
<td>0.2</td>
<td>0.346</td>
</tr>
<tr>
<td>$A_1$ $^*$</td>
<td>1</td>
<td>0.314</td>
</tr>
<tr>
<td>$A_2$ $^*$</td>
<td>0</td>
<td>0.686</td>
</tr>
<tr>
<td>$T_{1/2 \ 1} $ $^*$ (d)</td>
<td>10</td>
<td>23.6</td>
</tr>
<tr>
<td>$T_{1/2 \ 2} $ $^*$ (d)</td>
<td>NA $^*$</td>
<td>219.7</td>
</tr>
</tbody>
</table>

$^*$ transfer factor; $^*$ short bio-kinetic half time contribution; $^*$ long bio-kinetic half time contribution; $^*$ short bio-kinetic halftime; $^*$ long bio-kinetic halftime; $^*$ not available.
10.3. OBT BIOKINETIC RATES AND BASIC MODELS

In the absence of a complete experimental data set for biokinetic transfer rates and transfer factors for all farm animals, available models and partial data sets must be used. Hybrid models, in which some compartments are linked by the specific activity approach and others are linked by transfer factors, are also used. Process oriented models, used for accidental releases are more complex, but they can be run until equilibrium conditions are reached (although this is not cost effective). Dynamic models of tritium and carbon in farm animals have different levels of complexity. Some have a single organic compartment [92, 286–292] while others have five or six compartments (see below) and an additional compartment for tritium, the whole body water compartment. Some models are based on a specific experimental data set [293, 294] and therefore apply only to the conditions of that experiment; others consider a wider range of data and have more general use [288, 295, 296].

This review starts with simple models and continues with complex models. The simplest models use a single organic compartment for the whole body or animal product.

There are many pools of organic carbon or OBT in any developed organism, but, using flux conservation, a single half-time for the whole body or a specific tissue (organ) can be defined. Biological half-times have been assessed in the past by a simple relationship between the body content of stable carbon and carbon intake [297]; these have also been applied to organic tritium [92]. The use of common half-times for $^{14}$C and $^3$H in organic forms is supported by basic science and modelling results [284, 294]. Using simple carbon balance to deduce biological half-times is only an approximation, however. Traditionally, the whole body Carbon Loss Rate (CLR) was assessed based on intake of digestible carbon and the carbon content of the body [297]:

\[
CRL = f_d * I_f * \frac{C_{c,f}}{M * C_{c,b}}
\]

where:

- $CRL$ is the whole body carbon loss rate;
- $f_d$ is the digestible fraction in food intake;
- $I_f$ is the daily food intake (kg dm d$^{-1}$);
- $C_{c,f}$ is the carbon fraction in food (kg C kg$^{-1}$ dm);
- $C_{c,b}$ is the carbon fraction in body (kg C kg$^{-1}$ fm); and
- $M$ is the fresh body mass (kg).

This estimate of CLR has been used in the past [297] (see the last column in Table 50), but in this report actual, specific data are examined (for a list of references see Galeriu et al. [284]) and the growth of animals is taken into account. In Table 50, the carbon loss rate due to maintenance needs ($T_{C_{\text{main}}}$) and to total growth dilution and maintenance ($T_{C}$) are also given. When updated values [298] are compared with the older ones [297], some differences are observed. The updated values [299] are higher for pigs, sheep and cows, lower for hens, and similar for rats. These results show the influence of choice of inputs in Eq. (121). For growing animals (veal calves, lambs, broilers), the updated approach [298] accounts for changes in food intake with growth according to the energy needs of the animal, but disregarding different energy efficiencies [300].
TABLE 50. UPDATED CARBON HALF TIMES

<table>
<thead>
<tr>
<th>Animal</th>
<th>m (kg)</th>
<th>G (kg d⁻¹)</th>
<th>I (kg dm d⁻¹)</th>
<th>MT (%)</th>
<th>C₅ (kg C kg⁻¹ dm⁻¹)</th>
<th>fₜ₆</th>
<th>Cᵦ (kg C kg⁻¹fw)</th>
<th>fₜ₉</th>
<th>Te (d)</th>
<th>Tₑ₉ (d)</th>
<th>Tₑ₉ (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Veal</td>
<td>160</td>
<td>0.8</td>
<td>4.85</td>
<td>52</td>
<td>0.173</td>
<td>0.7</td>
<td>0.42</td>
<td>13.45</td>
<td>25.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beef</td>
<td>400</td>
<td>0.8</td>
<td>8.6</td>
<td>55</td>
<td>0.230</td>
<td>0.7</td>
<td>0.42</td>
<td>25.26</td>
<td>45.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cow (no milk)</td>
<td>550</td>
<td>0.1</td>
<td>6.7</td>
<td>92</td>
<td>0.254</td>
<td>0.7</td>
<td>0.42</td>
<td>49.15</td>
<td>53.42</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>Lamb</td>
<td>20</td>
<td>0.2</td>
<td>1</td>
<td>40</td>
<td>0.164</td>
<td>0.7</td>
<td>0.415</td>
<td>7.84</td>
<td>19.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sheep</td>
<td>50</td>
<td>0.08</td>
<td>1.22</td>
<td>75</td>
<td>0.273</td>
<td>0.7</td>
<td>0.415</td>
<td>26.71</td>
<td>35.61</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>Pig</td>
<td>100</td>
<td>0.8</td>
<td>2.8</td>
<td>30</td>
<td>0.339</td>
<td>0.9</td>
<td>0.47</td>
<td>19.82</td>
<td>66.08</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>Pig (fast growth)</td>
<td>100</td>
<td>1.25</td>
<td>3.8</td>
<td>35</td>
<td>0.200</td>
<td>0.9</td>
<td>0.47</td>
<td>8.61</td>
<td>24.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hen</td>
<td>2.5</td>
<td>0.007</td>
<td>0.12</td>
<td>78</td>
<td>0.251</td>
<td>0.83</td>
<td>0.47</td>
<td>9.28</td>
<td>11.90</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Broiler</td>
<td>1.7</td>
<td>0.03</td>
<td>0.11</td>
<td>56</td>
<td>0.241</td>
<td>0.83</td>
<td>0.47</td>
<td>6.61</td>
<td>11.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rat</td>
<td>0.45</td>
<td>0.0008</td>
<td>0.025</td>
<td>94</td>
<td>0.220</td>
<td>0.9</td>
<td>0.45</td>
<td>6.78</td>
<td>7.22</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>

1 mass; 2 growth rate; 3 intake rate; 4 maintenance intake; 5 carbon fraction in body; 6 digestible fraction in food intake; 7 carbon fraction in food; 8 half time for total carbon; 9 half time of carbon due only to maintenance; 10 half time for carbon given by Jones and Jackson [297].

TABLE 51. MASSES AND LOSS RATES FOR SOME ANIMALS [301]

<table>
<thead>
<tr>
<th>Animal</th>
<th>a (kg)</th>
<th>m₀ (kg)</th>
<th>M (kg)</th>
<th>loss rate (d⁻¹)</th>
<th>Halftime (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>cow</td>
<td>0.28</td>
<td>33.3</td>
<td>442</td>
<td>0.010858</td>
<td>63.8262</td>
</tr>
<tr>
<td>pig</td>
<td>0.31</td>
<td>0.9</td>
<td>320</td>
<td>0.013032</td>
<td>53.17742</td>
</tr>
<tr>
<td>hen</td>
<td>0.47</td>
<td>0.043</td>
<td>2.1</td>
<td>0.069418</td>
<td>9.98294</td>
</tr>
</tbody>
</table>

There is also a metabolic approach that defines the whole body loss rate of organic matter, starting with the Metabolic Theory in Ecology [301]. West et al. [301] developed a metabolic model for ontogenetic growth with the central assumption that the basal metabolic rate depends on the body mass at power 0.75. Much criticism is directed at this single and universal exponent, but, nonetheless, some results of West et al. [301] can be used for this present study. The mass equation proposed by West et al. [301] depends on mass at birth, m₀, the mass at full maturity, M, and a species-dependent parameter, a. The actual mass, m, in the equation of West et al. [301] can be re-written to emphasize the rate of gain, λ_gain, and the loss rate, λ_loss:

\[
\frac{dm}{dt} = (a \cdot m^{-\frac{1}{4}} - \frac{a}{M^{\frac{1}{4}}}) \cdot m
\]  

The loss rate can be defined now as:

\[
\lambda_{loss} = 0.1778 \cdot a \cdot M^{-0.25}
\]

\[
\lambda_{gain} = \lambda_{loss} \cdot \left(\frac{m}{M}\right)^{-0.25}
\]

with masses in kg.

Then, it follows:

\[
\frac{dm}{dt} = (\lambda_{gain} - \lambda_{loss}) \cdot m
\]
\[
\frac{d\mu}{dt} = (\lambda_{\text{gain}} - \lambda_{\text{loss}}) \ast \mu
\]

where \( \mu \) is degree of maturation, \((\mu = m/M)\).

The Relative Growth Rate (RGR) is simply:

\[
RGR = (\frac{1}{m}) \frac{dm}{dt} = \lambda_{\text{gain}} - \lambda_{\text{loss}} \quad (125)
\]

From Eqs. (122)–(125) it is seen that the rate of gain, \( \lambda_{\text{gain}} \), depends on the degree of maturation, \( \mu \) and that the loss rate, \( \lambda_{\text{loss}} \), depends on the species, \( a \), and mature mass, \( M \).

An estimate of the loss rates of some animals is given in Table 51.

10.4. DERIVATION OF THE DYNAMIC EQUATION FOR A SINGLE ORGANIC COMPARTMENT

A dynamic model is obtained by combining a generic equation for animal growth \([300]\) with the balance of radioactivity in the body.

The energy balance for an animal of mass \( M \) is well known:

\[
RE = k_g \ast (MEI - MEm) \quad (126)
\]

where:

- \( RE \) is the retained energy in the body (MJ d\(^{-1}\));
- \( k_g \) is the growth efficiency;
- \( MEI \) is metabolisable energy intake (MJ d\(^{-1}\)); and
- \( MEm \) is the maintenance energy need (MJ d\(^{-1}\)).

The retained energy, \( RE \), is deposited in protein or lipids and increases with an increase in empty body weight, \( EBW \). \( EBW \) is the live body weight, \( LBW \), minus the gastrointestinal content. Based on animal growth models or empirical data, a formal relationship is found:

\[
LBW = g(M) \ast EBW \quad (127)
\]

where \( g(M) \) is an non-dimensional function with a week mass dependence.

The empty body gain, \( EBG \), is given by an increase of body protein, ash, lipid and water:

\[
EBG = \frac{dEBW}{dt} = RE \ast f(EBW) \quad (128)
\]

The relation between \( EBG \) and \( RE \) needs a function, \( f \), depending on \( EBW \). The function transforms the gain in energy into the gain in mass and has as units kg d\(^{-1}\) (MJ d\(^{-1}\)) = kg MJ\(^{-1}\).
So, it follows:

\[
\frac{dM}{dt} = EBW \frac{dg}{dt} + \frac{dEBW}{dt} \quad (129)
\]

Because \( g \) is quite constant, the first term in Eq. (129), is ignored and Eq. (129) becomes:

\[
\frac{dM}{dt} = g * EBG = (g * f) * RE = (g * f) * k_g * (MEI - MEm) \quad (130)
\]

Considering the level of nutrition, \( L = MEI/MEm \), and the parameterization, \( MEm = aM^b \), the following equation is obtained:

\[
\frac{1}{M} \frac{dM}{dt} = k_g * f * g * aM^{b-1} * (L - 1) = \lambda_{gain} - \lambda_{loss} \quad (131)
\]

For a particular species, parameter “\( b \)” is constant, but parameter “\( a \)” depends on genotype and nutrition, which influences visceral mass and maintenance energy.

The following equations are now defined:

\[
\lambda_{loss} = (k_g * f * g) * a * M^{b-1} = (k_g * f * g) * \frac{MEm}{M} \quad (132)
\]

\[
\lambda_{gain} = L * \lambda_{loss}
\]

\[
RGR = \lambda_{loss} * (L - 1) \quad (133)
\]

Knowing the metabolisable energy density, \( MD \), in animal food and the dry matter ingestion rate, \( I_d \), it follows that \( MEm = MD * I_{d,m} \) and \( MEI = MD * I_d = L * MEm \).

At maturity, \( M_{mat} \), there is no growth and the intake rate \( I_{d,m} \) balances the loss rate, \( I_{d,m} = \lambda_{loss} * M_{mat} \).

Generally, the loss rate can be assessed by knowing the composition of the animal and its metabolic needs for maintenance. For a lactating animal (constant mass) the metabolisable energy for milk production must be used to assess the rate of gain.

To determine the balance of radioactivity (\(^{14}\)C or OBT) in the whole body, three methods are use: (1) the derivation for \(^{14}\)C [291], (2) the approach for biota [302] and (3) the fact that the loss rate for radioactive organic matter is the same as for matter [303], while the rate of gain is:

\[
\lambda_{gain} = \frac{I_d}{M} * D * (\frac{C_f}{C_o}) \quad (134)
\]

where \( C_f \) and \( C_o \) are the radionuclide concentrations in food and animal, respectively (Bq kg\(^{-1}\) dm) and \( D \) is the feed digestibility factor.
Then, the radionuclide concentration in animal is:

\[
\frac{dC_a}{dt} = (I_d \times \frac{D}{M}) - (\lambda_{\text{loss}} + \text{RGR}) \times C_a
\]  

(135)

The loss rate is driven by the maintenance metabolism (intake rate for maintenance only), while the rate of gain depends on the current intake (level of nutrition). The digestibility factor D is derived from the ratio between metabolisable and gross energy in animal food and is a measure of how well food is metabolized.

For tritium, a whole body water compartment is added in all models. For the simplest model, there are two compartments (organic and water) and for the complex models, the organic body compartment is split in many components.

10.5. ANALYSIS OF SIMPLE MODELS

There are two simple models: STAR-H3 [287, 288] and OURSON [304, 305], the last one being used in the pig scenario [273]. Their flowcharts are shown in Figure 48. The models differ in their intake routes and transfers between HTO and OBT and OBT and HTO, respectively. In the STAR model, the input of OBT is only in the fast (body water) compartment, while in OURSON model it is only in the slow (Body OBT) compartment. STAR considers the metabolism of OBT from body HTO, but this is ignored in OURSON.

The simplest model STAR-H3 [287, 288] was developed in 1995-1998 and has a single organic compartment (slow turnover). The model is implemented in a software platform (AMBER) which restricts intake to pasture alone. Fast and slow turnover compartments are considered in the STAR model for both $^{14}$C and $^3$H. In the case of tritium, the fast compartment can be identified with body water and the slow with organically bound tritium in the animal body. In the case of $^{14}$C, the fast compartment can be linked with the fast component of animal respiration. The model considers 1 kg of animal meat and the intake of water or feed is normalized to this. Because pasture is the only intake, a pasture equivalent feeding rate is assessed for non-ruminant animals. All intake enters the fast compartment, and all excretion leaves the fast compartment. STAR is intended to be simple and conservative for animal products in British radiological assessments, but the degree of conservatism is not documented. A weak point when applying STAR in the case of tritium is its inability to
distinguish between separate intakes of HTO or OBT, as well as its inability to distinguish between milk and egg. The dynamics in these products cannot be predicted because STAR only considers slow turnover, while OBT in milk and egg is mostly produced in de novo synthesis. Using only pasture equivalent as animal feed, STAR cannot be applied in cases of dried diets (winter hay, concentrates and grains) fed in many countries. Furthermore, for all animals, the slow turnover rate is 0.03 d\(^{-1}\) (half-time of 23 d). A complete description and list of parameters and values were reported in the pig scenario [273].

The OURSON model [273, 304, 305] considers that all OBT in the diet enters the organic compartment, and a dynamic equation is derived for the specific activity (SA) including the growth dilution. Input OBT is corrected for the difference in SA between food and whole body. The transfer rate to Body HTO is given by digestible intake per body dry weight. HTO concentration in urine is considered to be the same as Body HTO, while OBT concentration in urine urea is taken to be equal with the OBT concentration of the body. OBT in faeces corresponds to OBT in the non digestible fraction of food. It was assumed that OBT specific activity was identical in digestible and non digestible fractions and that whole body OBT was representative of muscles. Concentrations in other organs were derived from the concentration in muscle using a correction factor based on the fat and protein content of each organ, fat and protein turn-over rates, and hydrogen content of fats, proteins and carbohydrates. Both in the original model and subsequently, values for OBT halftime were unclear (a range only). The equations in OURSON for a growing animal (no lactation) are given below:

\[
\frac{dC_{HTO}}{dt} = -\lambda_w C_{HTO} + \frac{1}{H_2O_{pig}} (HTO_{diet} + k_{ing} OBT_{pig})
\]

\[
\frac{dA_{meat}}{dt} = -k_{ing} A_{meat} + k_{ing} \frac{H_{food}}{H_{meat}} A_{food}
\]

where:

\(C_{HTO}\) is the HTO concentration in urine (and animal body water H\(_2\)O) (Bq L\(^{-1}\));

\(\lambda_w = \frac{waterconsumption(L)}{bodywater(L)}\);

\(HTO_{diet}\) is the HTO activity in diet (drinking water +food) (Bq d\(^{-1}\));

\(k_{ing}\) is the OBT turn-over rate (day\(^{-1}\)), given by \(k_{ing} = \frac{I \cdot D}{W}\);

\(OBT_{pig}(t)\) is the total OBT in pig (Bq);

\(I\) is the food intake (kg dm day\(^{-1}\));

\(D\) is the digestibility (unitless);

\(W\) is the animal dry weight (kg);

\(A_{meat}\) is the OBT specific activity in meat (Bq g\(^{-1}\) H);

\(A_{food}\) is the OBT specific activity in food (Bq g\(^{-1}\) H);

\(H_{food}\) is the average food OBH (g kg\(^{-1}\) dm); and

\(H_{meat}\) is the average meat OBH (g kg\(^{-1}\) dm).

In the OURSON model there is no metabolic transfer from Body HTO to Body OBT. The transfer from Body HTO to Body OBT is ignored and all OBT intakes enter the OBT body compartment only. This contradicts experimental evidence, at least at equilibrium.
Consequently the intake of organic tritium must be distributed between Body OBT and Body HTO and not as in STAR or OURSON. This explains why STAR over-predicts the OBT in urine and OURSON under-predicts it. Because STAR assumes that all organic intakes enter the fast compartment, under-prediction of the OBT in animal organs is expected. The under-prediction of HTO in meat observed for OURSON is explained by the intake route of OBT, only into Body OBT, with a subsequent slow transfer to Body HTO.

The TOCCATA model [306] is also simple [290] and maintenance loss is defined, but the quantitative relationships are not given and the OBT halftime is described improperly and unpractically.

For tritium in cow (milk and meat) a commonly used model is included in UFOTRI [92], a standard code for fusion reactor design and licensing. This model is discussed in more detail, because it has particular accomplishments. Despite its simplicity, it can be generalized to apply to other animals. A single animal organic compartment is used in UFOTRI, but milk HTO and milk OBT compartments are treated explicitly. All HTO intake enters the animal body water (HTO) compartment, but OBT intake is distributed between body HTO, body OBT and milk OBT. This last transfer is not a physical transfer, but it helps to model the *de novo* synthesis. The cow in UFOTRI has a mass of 500 kg and produces 15 L d$^{-1}$ of milk. The model transfer rates are obtained using the mass balance of free and bound hydrogen and a few assumptions (e.g. OBT loss rate). The model was tested with published [275, 307] and unpublished experimental data [308] as below:

(1) A cow of 461 kg giving 12 L d$^{-1}$ of milk was fed for 30 days with HTO. Milk was monitored for total T and OBT. At the end of the feeding the cow was sacrificed and the organs were measured for OBT. At day 30, the time integrated ratios (the ratios between predicted and observed [P/O] results) for total tritium, T, were 0.85, for milk OBT 0.64., and for muscle OBT 0.78.

(2) A cow of 550 kg giving 22 L d$^{-1}$ of milk was fed for 25 days with HTO. Total T and OBT in milk were measured for 70 days. UFOTRI’s P/O ratio for total T was 0.6 and for OBT was 0.68.

(3) Single HTO intake: Total T in milk integral at day 70 was very close to the observed data; for OBT in milk, the P/O was 0.8.

(4) A cow of 566 kg giving 9.2 L d$^{-1}$ of milk received OBT in hay for 28 days, followed by milk monitoring. At day 28, UFOTRI under-predicted OBT in milk by a factor of 2 (P/O=0.5); predictions of total T were 70% those of the observed data (P/O=0.7). The integral between day 28 and day 100 was also under-predicted by the same factor (a factor of 2 for OBT).

Predictions of OBT in meat and milk of the UFOTRI model seem to be slightly underestimated by a factor of less than 2, which is remarkable for a simple model. The approach taken in UFOTRI can be expanded for sheep and goat.

### 10.6. Complex Models

Complex models with many organic compartments have also been published; for sheep [294] $^{14}$C and $^{3}$H cases are treated using similar transfer rates, but the parameters are derived from sheep experiments [294] and cannot be generalized to other animals. The occurrence of fast and slow turnovers of OBT can be included using two organic compartments as in MCT [273] and PRISM [289, 295]. The flowcharts of MCT and PRISM models are given in Figure 49.
In these models, two OBT compartments and one FWT compartment are assumed. Both models have a fast and slow OBT compartment, but MCT transfers the catabolic OBT to the body water, while PRISM transfers it out of the body, which simplifies the model. The MCT model was initially developed specifically for Japanese humans [309]. Because the hydrogen metabolism in the pig is expected to be similar to that of humans, the MCT model was used with minimal changes for pigs in the Pig scenario [273]. PRISM, in its initial version [295] did have not model urine and faeces, but the model was expanded [310]. PRISM uses a simplified gastro-intestinal (GI) tract, and OBT intake is partitioned between body water and two organic compartments. A fraction of 0.79 (range 0.61-0.94) is converted to HTO and distributed to body water. The rest enters both organic compartments with two times more entering the fast organic compartment (fast OBT). The fast organic compartment contains two times more hydrogen than does the slow one (similar to MCT for humans) on average, but the range is very large (between 1/9 and 9). As in STAR, milk de novo synthesis cannot be modelled. Transfer routes are very different, as are many transfer rates, but both models give predictions relatively close to the observations for the pig scenario [273]. MCT does not account for the fraction of input organic tritium that is directly absorbed into the body OBT, which explains an under-prediction in urine. MCT was only used to model the pig, and PRISM parameters are given as ranges, with little information on selected animals. PRISM was not tested with experimental data (except for sheep). PRISM is commercially available.

MAGENTC (Mammals GENeric model for the transfer of Tritium and Carbon) was developed as a research model and is more complex. The model is well documented in the literature and default parameters are given [298, 311, 312]. The model considers six organic compartments and a single body water compartment. Its flowchart is given in Figure 50.
For adult mammals, the model for T&C transfer in body compartment is based on the following assumptions:

— The most important body organic compartments are viscera (including the heart), muscle, adipose tissue, blood (plasma and red blood cells [RBC]) and remainder (including the brain). Their masses and compositions are known.

— Tritium in body water equilibrates fast with water and a single body water compartment is enough, when only tritium is being modeled.

— Loss rate from the organic compartments is similar for intakes of HTO, OBT or OBC and can be assessed directly from energy turnover rate (net maintenance).

— Net maintenance is considered the sum of the basal metabolic needs and activities; thermal stress is not considered. The basal metabolic rate is the sum over organs of the product of the organ-specific basal metabolic rate and organ mass.

— The specific metabolic rate (SMR) for organs in adult mammals varies slightly, except for muscle and compared with the basal state. Basal SMR shows a dependence on mass at maturity. SMRs are obtained experimentally for a few mammals, and a zero order approximation is generally used depending on mass at maturity.
There is a metabolic conversion of HTO to OBT, and the equilibrium value for the ratio of OBT derived from HTO or OBT intake does not vary among mammals.

The energy (heat) and the additional matter lost in the transformation of the metabolisable input into the net requirements are assumed to be a single, fast process.

The net daily energy expenditure of animals is referred to as the net ‘field’ (for active animals) metabolic rate (FMR; MJ d\(^{-1}\)), whilst the daily energy expenditure per unit fresh body mass is termed the specific metabolic rate (SMR; MJ kg\(^{-1}\) d\(^{-1}\)). The energy turnover rate or relative metabolic rate (ReMR; d\(^{-1}\)), can be defined as the ratio of SMR and the energy content of the body (determined by the body composition (protein, lipids, and carbohydrates)):

\[
\text{ReMR} = \frac{\text{FMR}}{\text{EBW} \times \text{BED}} = \frac{\text{SMR}}{\text{BED}}
\]

(138)

where EBW is the empty body weight (kg) defined as the live-weight less the mass of the gastro-intestinal contents and BED is the body energy density (MJ kg\(^{-1}\) fresh weight (fw)). The BED is estimated from the body tissue composition of lipids and protein and the combustion energy of lipids and protein.

Under these hypotheses the model gives reliable predictions without calibration.

Prior to the development of the model, a re-examination of animal growth and nutrition was done [313], as well as a re-examination of the experimental data base [314]. The model was also applied to wild animals and birds [296, 298, , 315].

For growing farm animals, the model has an additional growth model, which gives both the growth rates of the organic compartments in the model and changes in body composition with age and management practices [298]. The growth model depends on the animal and can be adapted to each country based on research results. For ruminants, a generic model was used [316], for pigs a French model was implemented [317], while for the hen and broiler, different reports from the literature [318, 319] were used.

Results are given in the Figure 51 for a constant OBT concentration in the diet (1 Bq kg\(^{-1}\) dm\(^{-1}\)) administrated to 3 pig genotypes. It is seen that genotype has little effect on concentrations after continuous intake and that whole body concentrations (that include adipose fat) will be a certain factor higher than concentrations in muscle.

10.7. QUALITY ASSURANCE OF MODELS

For any operational application, an environmental model must be subject to the quality assurance process [167] that includes sensitivity and uncertainty analysis and tests (validation) with experimental data. The same analyses and tests are recommended for research models to assess the robustness of predictions. In the present section, the only dynamic models subjected to intensive tests are the MAGENTC model based on energy metabolism and the UFOTRI tritium cow-milk model. Some examples of these tests are given below.
FIG. 51. OBT concentration in pig organs (Bq kg⁻¹ fw) for 3 pig genotypes (SL#, MSC$, PPM*) for viscera, muscle and adipose tissue. (# – conventional genotype; $ – fat genotype; * – lean genotype)

FIG. 52. Test of TRIF, UFOTRI and MAGENTC models with experimental data for OBT in cow’s milk.
TABLE 52. PERFORMANCE OF MAGENTC FOR TRITIUM CONCENTRATIONS IN COW’S MILK AND URINE

<table>
<thead>
<tr>
<th>Experiment</th>
<th>R²</th>
<th>Milk total $^3$H (MCT)</th>
<th>Milk OBT (FSA)</th>
<th>Urine HTO (IFIN_HH [2005])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cow_P</td>
<td>0.97</td>
<td>2.60 ± 1.7 (0.8–1.9)</td>
<td>1.68 ± 0.8 (0.5–2)</td>
<td>2.90 ± 2.34 (0.8–1.9)</td>
</tr>
<tr>
<td>Cow_C</td>
<td>0.89</td>
<td>0.97 ± 0.08 (0.9–1.4)</td>
<td>0.73 ± 0.17 (0.65–1.7)</td>
<td>0.97 ± 0.06 (0.9–1.4)</td>
</tr>
<tr>
<td>Cow_H3</td>
<td>0.67</td>
<td>1.02 ± 0.15 (0.9–1.5)</td>
<td>0.49 ± 0.12 (0.4–0.9)</td>
<td>1.36 ± 0.42 (0.9–1.5)</td>
</tr>
<tr>
<td>Cow_H</td>
<td>0.88</td>
<td>1.45 ± 0.59 (0.6–2.3)</td>
<td>1.86 ± 0.38 (0.55–2.12)</td>
<td>NA</td>
</tr>
</tbody>
</table>

NA: not calculated/available.

TABLE 53. PREDICTED TO OBSERVED RATIOS (P/O) FOR ORGANS (DAY 84 AFTER THE START OF EXPOSURE)

<table>
<thead>
<tr>
<th>Organs</th>
<th>P/O (OBT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart</td>
<td>MCT 2.05</td>
</tr>
<tr>
<td>Lungs</td>
<td>FSA 9.89</td>
</tr>
<tr>
<td>Liver</td>
<td>IFIN 1.40</td>
</tr>
<tr>
<td>Jejunum</td>
<td>HH 1.51</td>
</tr>
<tr>
<td>Ileum</td>
<td>PRISM 0.12</td>
</tr>
<tr>
<td>Colon</td>
<td>STAR 1.29</td>
</tr>
<tr>
<td>Kidney</td>
<td>EDF 1.29</td>
</tr>
<tr>
<td>Muscle</td>
<td>MCT 3.00</td>
</tr>
<tr>
<td>Brain</td>
<td>FSA 13.00</td>
</tr>
<tr>
<td>Blood</td>
<td>IFIN 1.40</td>
</tr>
</tbody>
</table>

The MAGENTC model includes a parameter for the non-exchangeable fraction of organic intake which remains after digestion. Prior to digestion, this value is known from the composition of the diet, but digestion can change this value by half (for ruminants). The predicted concentration in meat can be sensitive to this parameter, the model considers the homeostatic control of tritium and the sensitivity of OBT concentration in meat is proven to be low. A change of a factor of 2 in the non-exchangeable fraction results in a change of 10% in the concentration of meat.

An inter-comparison with experimental data for OBT in milk after being fed OBT included the TRIF [286], UFOTRI [92] and MAGENTC [312] models (Figure 52). It is clear that the TRIF model underestimates results by more than a factor of 5 in the uptake phase and overestimates later. The predictions of the UFOTRI and MAGENTC models are reasonably close to the values of the experimental data.

The MAGENTC model was intensively tested with all available experimental data for cow’s milk. The predicted to observed ratios are given in Table 52 as averages and standard deviations. There is an under-prediction of OBT in milk after an intake of HTO and an over-prediction after an intake of OBT. This is due to features of ruminant digestion not considered in the model. Most of the intake is in form of carbohydrates which are transformed in the rumen by digestion of exchangeable forms; the equilibration with hydrogen (tritium) in water
is almost complete. The precursors of milk glucogenesis in ruminants have more tritium after an intake of HTO and less tritium after an intake of OBT than do the precursors in monogastric animals. This shortcoming of the model is of no major practical concern because the misprediction is less than a factor of 2, which is of the same order as the variability of cow productivity and diet in assessments.

In the past, the pig scenario in EMRAS I [273, 311] was the only test of models internationally. A blind test asked for predicted OBT in organs after 84 days of feeding a pregnant sow (Table 53). Predictions for HTO and OBT concentrations in various organs were supplied by the Food Standard Agency (FSA), UK (PRISM model), Japan (MCT model), Electricité de France (EDF), France (OURSON model) and National Institute for Physics and Nuclear Engineering (IFIN-HH), Romania (MAGENTC model, but also STAR and PRISM). The predicted to observed ratios for HTO show that, except for the FSA model, predictions of all models were good, although the EDF model underestimated by a factor of 5. The STAR model, as expected, underestimated by a factor of 10 due to assumptions about the intake of OBT in the fast compartment (body water). The EDF model, with all OBT intakes in the organic compartment, was similar to the observations, although the OBT in muscle was overestimated. These results must be analysed and understood. The MCT model overestimated by a factor of between 2 and 4, while the IFIN-HH model (in the initial version) overestimated by a factor of 2. The reconstructed PRISM model overestimated by only 50%. The large range of overestimation in the FSA model results demonstrates the user’s influence.

10.8. FINAL DISCUSSION

An operational radiological model must satisfy some of the following requirements:

- Use available input information (model parameters, etc);
- NOT be calibrated to specific experiments;
- Give predictions with an uncertainty better than a factor of 5 and, preferably, within a factor of 2;
- Be applicable to both dose assessment in human food chains and radioprotection of biota;
- Over-predict, rather than under-predict;
- Be as simple as possible (but no simpler);
- Be internationally agreed upon.

For routine emissions, transfer coefficients are mostly used, but concentration ratios seem to provide a robust basis for model predictions. The $^{14}$C and tritium parts of the IAEA report [274] are robust and internationally accepted. Many experimental results are still not published in the open literature, and it is important that all relevant information be disclosed. The countries represented by EMRAS participants have different practices, regulatory requirements, and transparency. Thus, agreement on a common way to model an accidental case may be hard to reach.

Progress has been made on recommendations of biokinetic transfer rates. Not enough experimental data are available, and new experiments are improbable due to financial and ethical constraints. For mature mammals the situation is fairly good and recent advances in animal sciences can be of great help. However, for growing animals there are still
uncertainties in handling maintenance and growth. This can partially explain, the divergence in model assumptions and predictions described in the present study.

To further progress, more experiments and expert judgment are needed. In addition, complete communication between modellers is essential to guarantee an understanding of how the models work. To be accepted by the international community, the models must be subjected to benchmarks and validation tests. Although MAGENTC is relatively complex, it needs only available input data and shows reasonable agreement with available experimental data.

Because regulatory bodies prefer quite simple equations with a minimum number of parameters, it is proposed to use Eq. (135) for a simple dynamic approach to predicting concentrations in non-lactating farm animals. Lacking a complete experimental data base, both experimental data and modeling approaches must be combined. Furthermore, the results must be sufficiently conservative to satisfy the regulatory agencies of various countries. When a special radionuclide is released accidentally, a screening model must be run first to establish the mandatory countermeasures or, at least, the necessary special monitoring programs. Screening model predictions include the first year ingestion dose and feed contamination levels for the first few days post-accident. Later the first measurements of feed contamination can be input to the model to improve the radiological assessment. To agree on a simple operational model, there must be much collaboration between EMRAS members and each country’s regulatory body. The aim of this study was to encourage a relaxed communication between members and not to promote a certain view.

A simple but robust model for tritium transfer must:

— Use an appropriate definition of rates of loss and gain;
— Make a distinction between gain in mass and gain in radioactivity;
— Account for the partitioning of the organic tritium intake between body water and body organic bound tritium;
— Include the formation of OBT from body HTO;
— Include the approach taken in UFOTRI for lactating animals;
— Test the model with experimental data and compare with the complex MAGENTC model.

This activity can be included in the next programme coordinated by IAEA.
11. DESCRIPTION OF A COMPLEX MODEL

11.1. OVERVIEW

The complex model SOLVEG-II has been developed by the Japan Atomic Energy Agency. The model considers transport and exchange processes for heat, water and CO₂ in a multi-layered atmosphere-vegetation-soil system [86, 320]. With the outputs from these meteorological components, HTO transfers and organically bound tritium (OBT) formation are computed [86, 240]. The processes considered are schematically drawn in Figure 53. The performance of SOLVEG-II in calculating the uptake of tritium by vegetation has been validated through a simulation of a short term exposure of grape plants to HTO vapor [240].

In this section, only the model components calculating HTO transfers and OBT formation are described, although these processes are closely related to the components for heat, water and CO₂.

11.2. ATMOSPHERIC MODEL

Air HTO concentration $\chi_a$ (Bq m$^{-3}$) in the surface atmosphere is calculated by a diffusion equation [240], as:

$$\frac{\partial \chi_a}{\partial t} = \frac{\partial}{\partial z} \left( K \frac{\partial \chi_a}{\partial z} \right) + \varphi$$  \hspace{1cm} (139)

where $t$ (s) is the time, $z$ (m) is the vertical coordinate, and $K$ (m$^2$ s$^{-1}$) is the turbulent diffusivity controlling the heat and water transport process. The source term $\varphi$ (Bq m$^{-3}$ s$^{-1}$) expresses HTO exchange between canopy air and leaf cellular water through the stomata. Furthermore, if wet deposition of HTO exists, $\varphi$ also covers HTO exchange between canopy air and rain drops, and between canopy air and leaf surface water formed by the interception of rain by the leaves.

![FIG. 53. Land surface tritium transfer (black arrows) and exchanges (white arrows) considered in SOLVEG-II.](image-url)
11.3. SOIL MODEL

The soil sub-model of SOLVEG-II treats the advection and diffusion of aqueous and gaseous HTO transport separately [86]:

\[
\frac{\partial \eta_s \chi_{sw}}{\partial t} = -\frac{\partial E_w \chi_{sw}}{\partial z} + \frac{\partial}{\partial z} D_w \frac{\partial \chi_{sw}}{\partial z} - e_b - e_r \quad \text{for aqueous HTO} \tag{140}
\]

\[
\frac{\partial \left( (\eta_{sat} - \eta_s) \chi_{sa} \right)}{\partial t} = \frac{\partial}{\partial z} D_a \frac{\partial \chi_{sa}}{\partial z} + e_b \quad \text{for HTO vapour} \tag{141}
\]

where \( \chi_{sw} \) and \( \chi_{sa} \) are the aqueous and gaseous HTO concentrations (Bq m\(^{-3}\)), \( \eta_s \) and \( \eta_{sat} \) are the soil water content and the porosity, \( E_w \) (m\(^3\) m\(^{-2}\) s\(^{-1}\)) is the liquid water flux, and \( D_w \) and \( D_a \) (m\(^2\) s\(^{-1}\)) are the effective diffusivities for gaseous and aqueous HTO. The variables related to soil water transport (\( \eta_s, E_w, D_w \) and \( D_a \)) are calculated by the soil-water sub-model [86]. Assuming that root uptake of soil water is fully driven by transpiration, the root-uptake term \( e_r \) (Bq m\(^{-3}\) s\(^{-1}\)) is calculated from \( \chi_{sw} \) and the aboveground transpiration flux [240]. Eqs. (140) and (141) are linked by the HTO evaporation \( e_b \) (Bq m\(^{-3}\) s\(^{-1}\)) in the soil (or condensation if negative) formulated by a resistance approach [86], as:

\[
e_b = \frac{1}{r_b} \left[ \chi_{sw} q_{sat}(T_s) \frac{\rho}{\rho_w} - \chi_{sa} \right] \tag{142}
\]

where \( q_{sat}(T_s) \) is the specific humidity at saturation (kg kg\(^{-1}\)) at soil temperature \( T_s \), \( \rho \) (kg m\(^{-3}\)) is the air density and \( \rho_w \) (kg m\(^{-3}\)) is the liquid water density. The evaporation resistance \( r_b \) (s\(^{-1}\)) is calculated from the soil water content using an empirically-determined formula parameterized by soil texture [86, 321].

The soil model is connected to the atmospheric model through the HTO vapour exchange and through the gain of aqueous HTO by rain at the ground surface.

11.4. VEGETATION MODEL

The vegetation model [240] computes the tissue free water tritium (TFWT) budget per unit leaf area by considering HTO exchanges and OBT formation, as:

\[
\frac{\partial \eta_s \chi_c}{\partial t} = E_{stom} + E_{root} - E_{phot} + E_{res} \tag{143}
\]

where \( \eta_v \) (m\(^3\) m\(^{-2}\)) is the volume of the leaf cellular water per unit leaf area and \( \chi_c \) (Bq m\(^{-3}\)) is the TFWT concentration in the leaf cellular water. The terms \( E_{stom}, E_{root}, E_{phot} \) and \( E_{res} \) (Bq m\(^2\) s\(^{-1}\)) respectively express the HTO fluxes through HTO exchange between canopy air and leaf cellular water, through HTO loading by root uptake, through TFWT assimilation by photosynthesis and through TFWT production by respiration.

HTO exchange between canopy air and leaf cellular water is expressed by a resistance approach, as:

\[
E_{stom} = \frac{1}{r_a + r_i} \left[ \chi_c - \frac{\rho}{\rho_w} q_{sat}(T_s) \chi_c \right] \tag{144}
\]
where \( r_a \) (m\(^{-1}\) s) is the leaf boundary-layer resistance, \( r_s \) (m\(^{-1}\) s) is the stomata resistance, and \( q_{sat}(T_c) \) is the specific humidity (kg kg\(^{-1}\)) at saturation at the leaf temperature \( T_c \). The leaf boundary layer resistance \( r_a \) is assumed to depend on the aerodynamic characteristics of the leaves and the wind velocity in the canopy. The stomata resistance \( r_s \) is calculated using a relationship between \( r_s \) and net CO\(_2\) assimilation [322], the latter calculated by Farquhar’s photosynthetic CO\(_2\) assimilation model [320].

The flux \( E_{root} \) for the root uptake is calculated from the root uptake term \( e_r \) in Eq. (139) by relating the below-ground root distribution to the above-ground leaf transpiration.

Given that 1 mole of CO\(_2\) reacts with 1 mole of H\(_2\)O through photosynthesis, the photosynthetic TFWT assimilation \( E_{phot} \) is calculated by:

\[
E_{phot} = \chi \frac{m}{\rho} fP
\]

where \( m = 0.018 \text{ kg mol}^{-1} \) is the molar weight of water, \( f = 0.78 \) is the isotopic discrimination factor between HTO and H\(_2\)O in photosynthesis reactions [323], and \( P \) (mol CO\(_2\) m\(^{-2}\) s\(^{-1}\)) is the net CO\(_2\) assimilation flux per unit leaf area calculated by the vegetation sub-model of SOLVEG-II [320].

In respiration reactions, the decomposition of 1/6 –mole of glucose (C\(_6\)H\(_{12}\)O\(_6\)) yields 1 mol of H\(_2\)O. Hence TFWT production \( E_{res} \) through respiration is modeled as:

\[
E_{res} = S_{int} \frac{1}{6} MR
\]

where \( S_{int} \) (Bq kg\(^{-1}\)) is the OBT contained in a unit mass of dry matter in an intermediate carbohydrate pool, \( M = 0.18 \text{ kg mol}^{-1} \) is the molar weight of glucose and \( R \) (mol CO\(_2\) m\(^{-2}\) s\(^{-1}\)) is the respiration rate per unit leaf area calculated by the vegetation sub-model [320].

**FIG. 54.** Carbohydrate compartment model in SOLVEG-II (taken from [240]).
In order to calculate translocation of the assimilated tritium, leaf OBT dynamics are predicted by a carbohydrate compartment model, shown in Figure 54, which is based on observations of carbohydrate fluxes in a source leaf [324, 325]. The model has four pools. Carbohydrate fluxes (kg m$^{-2}$ s$^{-1}$) into and out of the intermediate pool, where photosynthates first enter, are calculated from the photosynthesis rate $P$ and the respiration rate $R$ as:

$$E_p = \frac{1}{6} MP \quad \text{for input}$$  \hspace{1cm} (147)  

$$E_r = \frac{1}{6} MR \quad \text{for output}$$  \hspace{1cm} (148)  

Here the factor 1/6 is the stochastic ratio of CO$_2$ to C$_6$H$_{12}$O$_6$ molecules in photosynthesis and respiration reactions. Daytime carbohydrate flows between the pools are determined by $E_p$ and nighttime flows by $E_r$ as shown in Figure 54. The amount of carbohydrate $w_i$ (kg m$^{-2}$) in each pool is calculated by integrating the net carbohydrate flux in the pool. With the carbohydrate flows shown in Figure 54 and the OBT inputs ($E_{\text{phot}}$) and outputs ($E_{\text{res}}$) (Eqs. (145) and (146)) at the intermediate pool, the OBT content $S_i$ (Bq kg$^{-1}$) in each pool is calculated. Then the total OBT amount $Q$ (Bq kg$^{-1}$) contained in the unit mass of dry matter in the leaf is determined by summing $S_i$ (Bq kg$^{-1}$) and $w_i$ (kg m$^{-2}$) in the four pools, as:

$$Q = \frac{\sum S_i w_i}{\sum w_i} = \frac{S_{\text{int}} w_{\text{int}} + S_{\text{suc}} w_{\text{suc}} + S_{\text{sta}} w_{\text{sta}} + S_{\text{str}} w_{\text{str}}}{w_{\text{int}} + w_{\text{suc}} + w_{\text{sta}} + w_{\text{str}}}$$  \hspace{1cm} (149)  

where $S_{\text{int}}$, $S_{\text{sta}}$, $S_{\text{suc}}$, $S_{\text{str}}$ is the OBT weight in intermediate, starch, sucrose, and structural pool, respectively (Bq kg$^{-1}$); and $w_{\text{int}}$, $w_{\text{sta}}$, $w_{\text{suc}}$, $w_{\text{str}}$ is the carbohydrate weight in intermediate, starch, sucrose, and structural pool, respectively (kg m$^{-2}$).

11.5. CONCLUSIONS

A brief description is presented on a sophisticated model SOLVEG-II, which covers physical HTO transport in the surface atmosphere and in the soil, and physiological HTO uptake and OBT formation in vegetative leaves. Although such a complex model is not intended as an operational or regulatory tool, it can be an effective research tool for understanding overall tritium behaviour in a real environment. It can also be used to clarify the role of each process and parameter to define a strategy of model simplification without significant loss of predictive power.
12. TRITIUM IN THE AQUATIC FOOD CHAIN

12.1. OVERVIEW

Tritium ($^3$H) is released from some nuclear facilities in relatively large quantities. It is a ubiquitous isotope because it behaves essentially identically to its stable analogue (hydrogen) and rapidly enters organisms. Tritium is a key radionuclide in the aquatic environment, in some cases contributing significantly to the doses received by aquatic, non-human biota and by humans.

Models commonly used in dose assessments of exposure to tritium in aquatic systems are steady-state specific-activity models based on the assumption of complete isotopic mixing with the stable element and isotopic equilibrium between all environmental compartments [274]. These models may not be able to predict doses from fluctuating tritium levels in water bodies that result from discontinuous radioactive discharges or accidental releases. To take into account variations in radioactive discharges, dynamic river, lake and coastal water models have been developed ([326], SisBAHIA®[^6^], TELEMAC®[^7^], Mascaret®[^8^] [327], RIVTOX [328], POSEIDON [329]) that associated with time-dependent food chain models [304, 330, 331]. A description of tritium dynamics in coastal waters for tropical environments is given in Appendix II.

Tritium movement in water bodies is governed by two important processes: (i) the advection of the pollutant by flow that defines the position of the pollution peak in time and space (advection is defined by flow velocities), and (ii) the eddy diffusion of the pollutant due to turbulence, that influences the magnitude of the pollution peak and its spatial spreading [326].

Tritium interaction with bottom sediments and suspended matter is generally ignored in the models, but some instances of tritiated water [332] or organically bound complexes of tritium [333] have been studied. A minor pathway in terms of dose impact to the population is the tritium transfer between surface water and atmosphere [334]. For liquid releases, an important pathway is irrigation [305]; however, because irrigation can be treated like precipitation in the terrestrial food chain, it is not included in this report. A review of organic tritium in fresh water sediment, animals and plants has been conducted in France [335]. It shows that organic tritium from soils (formed over several decades from exposure of vegetation and soil to atmospheric tritium) is the main OBT contributor to sediments and suspended matter. Recently, dissolved organic tritium (DOT) from radiopharmaceutical production has been treated as a separate pathway of concern [331].

The importance of tritium transfer in aquatic ecosystems was emphasized in recent studies in Canada and France [169, 170]. Thus, based on the results of a questionnaire addressed to participants in advance of WG7 decided to address transfer in the aquatic tritium food chain.

Some models of tritium transfer in aquatic organisms have been developed over the years. The first model of tritium transfer in aquatic organisms was developed for crayfish [336] but did not include OBT intake from foodstuff. A later effort planned to update the BURN (Biological Uptake model of RadioNuclides) model [337] with a robust tritium sub-model developed within the framework of a contract with KEMA NRG (The Netherlands) [338].

[^6^]: See http://www.sisbahia.coppe.ufrj.br/
[^7^]: See http://www.opentelemac.org/
Further developments of an aquatic food chain model have been reported taking seasonality into account and adding a metabolic model for the OBT biological loss rate in fish, as well as a first attempt to consider the Cardiff case of DOT [333]. Tritium modelling has been considered in the OURSON (French acronym for “Tool for Environmental and Health Risk Assessment”) model applied to the Loire River [305]. For the EMRAS programme, an updated version of OURSON was developed, but it has not yet been published in the open literature. This updated version considers a carbon-14 metabolic model [291, 292] and adapts it for tritium based on the ratio between carbon and hydrogen. The updated version was tested in the EMRAS programme for the mussel contamination and depuration scenarios and exhibited good performance compared with experimental data [339, 340]. Recently, an updated model (AQUATRIT) of dynamic tritium transfer in the aquatic food chain has been released. It incorporates more information about the aquatic food chain than previous models. It includes benthic flora and fauna, can apply explicitly to the Danube ecosystem, and addresses the special case of dissolved organic tritium (DOT) [331].

In this report, the calculations of the models are reviewed for each step in the food chain from bottom to top, and screening and more complex models, if available, are examined with emphasis on how well model predictions compare with experimental data. Tritiated water in an aquatic organism equilibrates quickly (minutes to hours) with the surrounding water; generally, an instant equilibrium is assumed:

\[
C_{HTO} = C_w * (1 - Dryf) * 0.001
\]

where:
- \(C_{HTO}\) is the HTO concentration in an aquatic organism (Bq kg\(^{-1}\) fresh mass (fm));
- \(C_w\) is the HTO concentration in water (Bq m\(^{-3}\));
- 0.001 is the conversion m\(^3\)L\(^{-1}\); and
- \(Dryf\) is the dry mass (dm) fraction of an aquatic organism.

To describe OBT dynamics, the primary producers (i.e. the autotrophs, such as phytoplankton and algae) and the consumers (i.e. the heterotrophs) are treated separately, because the producers convert light and nutrients into organic matter, while the consumers metabolize organic matter from food and a fraction of organic matter from water.

12.2. DYNAMICS OF ORGANIC TRITIUM TRANSFER IN PRODUCERS

12.2.1. OBT dynamics in phytoplankton

In the OURSON model [305, 341], the basic equation for specific activity of OBT in phytoplankton is:

\[
\frac{dA_{OBT}^{phyto}(t)}{dt} = k_{photo} \left[ DF \cdot A_{HTO}^{water}(t) - A_{OBT}^{phyto}(t) \right]
\]

where:
- \(A_{OBT}^{phyto}\) is the specific activity of OBT in phytoplankton (Bq g\(^{-1}\) H dm);
- \(k_{photo}\) is the relative gross photosynthetic rate (day\(^{-1}\));
- \(DF\) is the isotopic discrimination factor; and
- \(A_{HTO}^{water}\) is the HTO activity in river or sea water (Bq g\(^{-1}\) H) \((A_{HTO}^{water} = 9 \times 10^{-6} \text{ HTO}_{water}\) (Bq m\(^{-3}\))).
Photosynthetic rates $k_{\text{photo}}$ vary according to temperature, nutrient availability, solar radiation, etc. Either average parameter values can be chosen for each season or more complex models of phytoplankton growth can be used. A default average daily value of 0.5 day$^{-1}$ (averaged over daytime and nighttime periods in spring and summer) and a maximum value of 0.1 h$^{-1}$ (i.e. the maximum hourly photosynthetic rate) can be used for both marine and freshwater phytoplankton. For phytobenthos, an average value of 0.015 day$^{-1}$ [342] and a maximum value of 0.005 h$^{-1}$ are recommended based on measurements of O$_2$ production by different species of marine benthic algae [343]. The value of the discrimination factor, DF, observed in various experiments and reported by Kirchmann et al [344], is 0.6 with no difference between freshwater and marine environments.

In the AQUATRIT model [331], the authors derived the following expression from experimental data [330, 338]:

$$\frac{dC_{o,\text{phpl}}}{dt} = 0.4 \cdot \mu \cdot \text{Dryf} \cdot 0.001 \cdot C_w - \mu \cdot C_{o,\text{phpl}} \quad (152)$$

where:

$C_{o,\text{phpl}}$ is the OBT concentration in phytoplankton (Bq kg$^{-1}$ fm); and

$\mu$ is the phytoplankton growth rate (day$^{-1}$).

The phytoplankton growth rate depends on the nutrients in water, on light, and on water temperature. Details are given elsewhere [331].

12.2.2. OBT dynamics in macrophytes

In the OURSON model, the same equation as for phytoplankton (Eq. 151) is used for macrophytes:

$$\frac{dA_{\text{plant}}^{\text{OBT}}(t)}{dt} = k_{\text{photo}} \left[ DF \cdot A_{\text{tissue-water}}^{\text{HTO}}(t) - A_{\text{plant}}^{\text{OBT}}(t) \right] \quad (153)$$

If part of the plant body is at or above the water surface, HTO in the plant will equilibrate between the water and the atmosphere. For these semi-aquatic macrophytes, the specific activity of HTO in the plant tissue water can be considered to be equal to the average between the HTO in water and the HTO in air moisture. In the case of completely submerged macrophytes, the specific activity of HTO in the plant tissue water is equal to that in water.

To assess the OBT concentration in macrophytes following an accidental release, the AQUATRIT model uses the same equation as for phytoplankton (Eq. 152) but with a specific growth rate. Growth processes of macrophytes are described in the literature [345, 346]. Growth rate depends on the species, temperature, water turbulence, water depth where the plants grow, and water surface irradiance; it can vary widely, depending on local conditions. To apply the model in a specific case, known local values for growth processes [345, 346] are used. In the AQUATRIT model, when applied to the Danube ecosystem, a maximum growth rate of 0.01 day$^{-1}$ is assumed for benthic algae, depending on water temperature, and daily average irradiance:

$$\mu_{ba} = 0.01 \cdot 1.07^{(T-8)} \cdot \text{mod light}^{0.31} \quad (154)$$
where:

\[ \mu_{ba} \]  

is the growth rate of benthic algae (day\(^{-1}\));

\[ T \]  

is the average water temperature (ºC); and

\[ \text{mod}_{\text{light}} \]  

is the moderator of seasonal irradiance variability, which is the same as for phytoplankton.

The approach considered in the AQUATRIT model is conservative and ignores the recently recommended [274] discrimination factor (i.e. the ratio between tritium and hydrogen, T/H) of about 0.6.

The mass fraction of dry matter in benthic algae has a mean value of 0.08, and other default values for the water content of various aquatic organisms are given in Table 87 in TRS 472 [274]. Note that the growth rate used for the Danube ecosystem is site-specific, and variations of a factor of 3 in this parameter are expected for other locations.

12.3. DYNAMICS OF ORGANIC TRITIUM TRANSFER IN CONSUMERS

In the OURSON model, the following description refers to fish, but it can be applied to molluscs and crustaceans as well. The model assumes that the animal organic biomass can be represented by a single compartment and that OBT turnover in biotic compartments has the same characteristics as carbon turnover. The model also takes into account the mass balance of OBT and the change in fish biomass which is equal to the difference between the gain through ingestion and the loss through respiration. After preliminary calculations given elsewhere [291], the basic equation for the specific activity of OBT in fish is given as:

\[
\frac{dA_{\text{fish}}^{\text{OBT}}(t)}{dt} = k_{\text{ing}} \left[ \frac{H_{\text{diet}}}{H_{\text{fish}}} A_{\text{diet}}^{\text{OBT}}(t) - A_{\text{fish}}^{\text{OBT}}(t) \right]
\]  

(155)

with:

\[ k_{\text{ing}} = I \cdot D \]

where:

\[ A_{\text{fish}}^{\text{OBT}} \]  

is the OBT specific activity in fish (Bq g\(^{-1}\) H dm);  

\[ k_{\text{ing}} \]  

is the relative ingestion rate (day\(^{-1}\));  

\[ H_{\text{diet}} \]  

is the mass ratio between hydrogen and carbon in diet (g H g\(^{-1}\) C);  

\[ H_{\text{fish}} \]  

is the mass ratio between hydrogen and carbon in fish dry matter (g H g\(^{-1}\) C);  

\[ A_{\text{diet}}^{\text{OBT}} \]  

is the specific activity of OBT in diet (Bq g\(^{-1}\) H dm);  

\[ I \]  

is the relative food intake rate (day\(^{-1}\)); and  

\[ D \]  

is the feed digestibility.

The turnover rate of OBT ultimately depends on two metabolic parameters, the relative food intake rate of fish \( I \) (kg of ingested C per kg of C in fish biomass) and the feed digestibility. The average values of the relative ingestion rate, \( k_{\text{ing}} \), are given in Table 54 and the ratio between hydrogen and carbon in diet, H/C, (g H g\(^{-1}\) C) is given in Table 55.

In the OURSON model, equations are based on the specific activity approach and tissue HTO and OBT activities are thus expressed in Bq g\(^{-1}\) H, but in concentrations in fresh mass are needed for the dose assessment model. The following equations for HTO and OBT, respectively, convert specific activity to concentrations:
\[ C_{fw}^{HTO} = WC \cdot C_{fw}^{HTO} \]
\[ C_{fw}^{OBT} = (1 - WC) \cdot WEQ \cdot C_{fw}^{OBT} \]

where:

- \( C_{fw}^{HTO} \) is the HTO concentration in biota (Bq kg\(^{-1}\) fw);
- \( C_{fw}^{OBT} \) is the OBT concentration in biota (Bq kg\(^{-1}\) fw);
- \( WC \) is the fractional water content of the organism (kg water kg\(^{-1}\) fw);
- \( WEQ \) is the water equivalent factor of the organism (i.e. volume of water obtained by combustion of dry tissue) (L kg\(^{-1}\) dm);
- \( C_{HTO}^{111} \) is the tritium concentration in tissue free water (Bq L\(^{-1}\));
- \( C_{OBT}^{111} \) is the tritium concentration in combustion water (Bq L\(^{-1}\)); and
- \( A_{HTO}^{111} \), \( A_{OBT}^{111} \) are the tissue HTO and OBT specific activities, respectively (Bq g\(^{-1}\) H).

Values of WC for various aquatic organisms are available in Table 87 of TRS 472 [274]. Values of WEQ are given in Table 56.

In the AQUATRIT model, the dynamics of OBT concentrations, including the specific hydrogen (tritium) metabolism, are described in a previous paper [330] for all aquatic organisms except phytoplankton, benthic algae, and macrophytes. The general equation for dynamics of OBT in consumers is:

\[
\frac{dC_{org,x}}{dt} = a_x \ C_{f,x} (t) + b_x \ C_{w}(t) - K_{0.5,x} \ C_{org,x} \]

where:

- \( C_{org,x} \) is the OBT concentration in the animal, x (Bq kg\(^{-1}\) fm);
- \( C_{f,x} \) is the OBT concentration in the food of animal, x (Bq kg\(^{-1}\) fm);
- \( a_x \) is the transfer coefficient from OBT in the food to OBT in the animal, x (day\(^{-1}\));
- \( b_x \) is the transfer coefficient from HTO in the water to OBT in the animal, x (day\(^{-1}\)); and
- \( K_{0.5,x} \) is the biological loss rate of OBT from animal, x (day\(^{-1}\)).

For a proper mass balance, it is necessary to introduce the following relationship [330]:

\[
C_f = \sum_{i=1}^{n} C_{prey,i} \ P_{prey,i} \ \frac{OBH_{pred}}{OBH_{prey,i}} \]

where:

- \( C_f \) is the OBT concentration in animal’s food (Bq kg\(^{-1}\) fm);
- \( C_{prey,i} \) is the OBT concentration in prey, i (Bq kg\(^{-1}\) fm);
- \( P_{prey,i} \) is the preference for prey, i; and
- \( OBH_x \) is the organically bound hydrogen (OBH) content in organism, x (prey or predator) (g OBH kg\(^{-1}\) fm).
TABLE 54. AVERAGE VALUES OF RELATIVE INGESTION RATES FOR AQUATIC FAUNA

<table>
<thead>
<tr>
<th>Animal type</th>
<th>$k_{ing}$ (day$^{-1}$)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fish</td>
<td>0.001</td>
<td>Sheppard et al. [292]</td>
</tr>
<tr>
<td>Mussel</td>
<td>0.02</td>
<td>IAEA [339]</td>
</tr>
<tr>
<td>Shrimp (aquaculture Madagascar)</td>
<td>0.1</td>
<td>Franco et al. [347]</td>
</tr>
</tbody>
</table>

TABLE 55. EMPIRICAL HYDROGEN TO CARBON RATIOS IN VARIOUS BIOTA FROM ENVIRONMENTAL MONITORING AT A FRENCH NPP

<table>
<thead>
<tr>
<th>Type of biota</th>
<th>H/C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phytoplankton</td>
<td>0.16$^1$</td>
</tr>
<tr>
<td>Macrophytes</td>
<td>0.14</td>
</tr>
<tr>
<td>Fish</td>
<td>0.15</td>
</tr>
<tr>
<td>Mussel</td>
<td>0.17</td>
</tr>
<tr>
<td>Shrimp</td>
<td>0.15</td>
</tr>
</tbody>
</table>

$^1$ Theoretical ratio from photosynthesis.

TABLE 56. WATER EQUIVALENT FACTORS (WEQ) FOR VARIOUS AQUATIC ORGANISMS

<table>
<thead>
<tr>
<th>Organism</th>
<th>Water equivalent factor (g water g$^{-1}$ DW)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marine algae</td>
<td>0.50</td>
<td>EDF*</td>
</tr>
<tr>
<td>Marine fish</td>
<td>0.65</td>
<td>EDF*</td>
</tr>
<tr>
<td>Molluscs (soft part)</td>
<td>0.60</td>
<td>EDF*</td>
</tr>
<tr>
<td>Crustaceans (soft part)</td>
<td>0.60</td>
<td>EDF*</td>
</tr>
<tr>
<td>Freshwater fish</td>
<td>0.65</td>
<td>IAEA [274]</td>
</tr>
</tbody>
</table>

* Empirical values from radioecological monitoring at a French NPP.

TABLE 57. SPECIFIC ACTIVITY RATIO (SAR) AND STANDARD DEVIATIONS (sd) FOR AQUATIC ORGANISMS WHEN THE SOURCE IS HTO

<table>
<thead>
<tr>
<th>Aquatic organisms</th>
<th>SAR (HTO source) ± sd</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zooplankton</td>
<td>0.4±0.1</td>
</tr>
<tr>
<td>Molluscs</td>
<td>0.3±0.05</td>
</tr>
<tr>
<td>Crustaceans</td>
<td>0.25±0.05</td>
</tr>
<tr>
<td>Planktivorous fish</td>
<td>0.25±0.05</td>
</tr>
<tr>
<td>Piscivorous fish</td>
<td>0.25±0.05</td>
</tr>
</tbody>
</table>
In the absence of relevant data, the ratio of OBH in predator and prey can be assessed from the dry matter ratio, with some loss of accuracy.

Eqs. (157) and (158) are those of a model with a single OBT compartment with sources of OBT production from HTO in water or OBT in food. When HTO is the primary source, the specific activity approach can be used. The specific activity (SA) of tritium is defined as the ratio between the tritium activity and the mass of hydrogen in a specific form. The specific activity ratio (SAR) is the ratio between the SA of OBT in the animal and the SA of HTO in water. Based on a literature review [330, 338], the values for SAR in different aquatic organisms when the source is HTO are given in Table 57.

Using the specific activity approach and equilibrium conditions, the transfer coefficients in Eq. (157) are now defined as:

$$a_x = (1 - SAR_x) * K_{0.5,x}$$  \hspace{1cm} (159)

$$b_x = SAR_x * K_{0.5,x} * \frac{SA_{pred}}{111}$$

where:

- $SAR_x$ is the specific activity ratio in animal, $x$;
- $SA_{pred}$ is the specific activity of bound hydrogen (BH) in the predator (kg BH kg$^{-1}$ fm); and
- 111 is the mass of free hydrogen (kg) in 1 m$^3$ of water.

With the exception of fish fat, $SA_{pred}$ is dependent on the dry matter fraction of the predator at about 0.06$^{*}$Dryf$_{pred}$. For fish fat, a value of 0.08$^{*}$Dryf$_{pred}$ is recommended for $SA_{pred}$.

### 12.3.1. OBT dynamics in zooplankton

In the AQUATRIT model, the OBT biological loss rate, $K_{0.5}$, for zooplankton depends on growth rate and temperature [348]. At a reference temperature of 20ºC and accounting for the zooplankton volume, the OBT biological loss rate is given by:

$$K_{0.5,o} = (0.715 - 0.13^{*}\log(V)) + (0.033 - 0.008^{*}\log(V))$$  \hspace{1cm} (160)

where:

- $K_{0.5,o}$ is the OBT biological loss rate at the optimal reference temperature of 20ºC (d$^{-1}$); and
- $V$ is the zooplankton volume (µm$^3$).

The dry matter fraction of zooplankton varies between 0.07 and 0.2; in the AQUATRIT model, a value of 0.12 is used as a default value. All details are given elsewhere [331].

### 12.3.2. OBT dynamics in zoobenthos

In the AQUATRIT model, the benthic fish consume macroinvertebrates, especially, aquatic insect larvae of the Order Diptera. The most common ones are from the Chironomidae (or chironomid) Family, which have 2–6 life cycles per year. Generally, chironomid larvae are assumed to have a growth rate of 0.05 day$^{-1}$ and a respiration rate of 0.01 day$^{-1}$ [349]. Consequently, the OBT biological loss rate for chironomid larvae, $K_{0.5}$, is 0.06 day$^{-1}$ [349]. A higher value ($K_{0.5} = 0.2$ day$^{-1}$) is used in the CASTEAUR (acronym for “Simplified Calculation of radioactive nuclides Transfer in Receiving WATERways” in French) model [350]. In the AQUATRIT model, an average value, $K_{0.5} = 0.1$ day$^{-1}$ is used. These values for
K\textsubscript{0.5} correspond to an average water temperature of 12\textdegree C. In the absence of relevant data, for other water temperatures, the temperature correction functions are assumed to be the same as those for molluscs and crustaceans.

Small molluscs and crustaceans are highly variable, and OBT biological loss rates must be calculated for each case. For molluscs, a literature review [338] gives a K\textsubscript{0.5} of 0.02 day\textsuperscript{-1} for a body mass of 1 g fm, but a K\textsubscript{0.5} of 0.005 day\textsuperscript{-1} is listed for 30 g of soft tissue. For crustaceans, the same review [338] cites an average value of 0.007 day\textsuperscript{-1} for K\textsubscript{0.5}. By comparison, for molluscs, a value of 0.017 day\textsuperscript{-1} for K\textsubscript{0.5} is given in another paper [349]. Based on experimental data for the growth rate and the energy content (2,386 J per g wet tissue) of *Mytilus edulis* soft tissue, the following relationship can be derived [351]:

\[
K_{0.5,o} = 0.024 \times W^{-0.246}
\]  

(161)

where $W$ is the wet mass of mussel soft tissue (g fm).

Recent experiments on the OBT dynamics of *Elliptio complanata*, with a total mass of 90 g (40 g wet mass), determined a value of 0.02 day\textsuperscript{-1} for K\textsubscript{0.5} [339, 340], a value which is a few times higher than that for *Mytilus edulis* [351].

Molluscs and crustaceans are important to food chain modelling because they are consumed by humans, and various species of zoobenthos are consumed by fish. The model has two separate compartments. For human consumption, mussels and crabs of large body mass (about 20 g fm for both mussels and crabs) are modelled, and the parameter values are selected for this assumption. By default, a biological loss rate of 0.007 day\textsuperscript{-1} is assumed for OBT, but model users must adjust this value to their specific cases.

The temperature dependence of the OBT biological loss rate for molluscs and crustaceans is modelled based on experimental data for a *Tridacna* species [352], but there is no guarantee the assumptions are correct for specific applications (i.e. the cases addressed by the AQUATRIT model).

The influence of body mass and temperature on aquatic invertebrate respiration [353] is highly variable, and in specific cases, the literature must be consulted for appropriate parameter values.

**12.3.3. OBT dynamics in fish**

There are very few experimental data for OBT biological loss rates in fish. Thus, because it has been experimentally demonstrated that the mass dependence of the basal metabolic rate of fish is a combination of the tissue-specific respiration rate and the relative size of different tissues [354], models based on bioenergetics have been developed. In addition, the energy metabolism approach [330], used to model mammals, can also be used to model tritium transfer in aquatic fauna.

Bioenergetics involves the investigation of energy expenditure, losses, gains and efficiencies of transformations in the body. The basic equation in models based on the bioenergetics (BEMs) of fish growth is [355]:

\[
\frac{1}{W} \frac{dW}{dt} = [C - (R + S + F + E + P)] \frac{cal_p}{cal_f}
\]  

(162)
where:

\( W \) is fish mass (g fm);
\( t \) is time (day);
\( C \) is consumption (g prey g\(^{-1}\) fish day\(^{-1}\));
\( R \) is respiration or losses through metabolism (g prey g\(^{-1}\) fish day\(^{-1}\));
\( S \) is specific dynamic action or losses due to the energy costs of digesting food (g prey g\(^{-1}\) fish day\(^{-1}\));
\( F \) is egestion or losses through faeces (g prey g\(^{-1}\) fish day\(^{-1}\));
\( E \) is excretion or losses of nitrogenous wastes (g prey g\(^{-1}\) fish day\(^{-1}\));
\( P \) is egg production or losses through reproduction (g prey g\(^{-1}\) fish day\(^{-1}\)); and
\( \text{cal}_p, \text{cal}_f \) are caloric equivalents of prey (J g\(^{-1}\)) and fish (J g\(^{-1}\)), respectively.

The equation for consumption is:

\[ C = C_{\text{max}} \cdot p \cdot f_c(T) \]  

(163)

where:

\( C \) is consumption (g prey g\(^{-1}\) fish day\(^{-1}\));
\( C_{\text{max}} \) is the allometric equation for maximum specific consumption rate (g prey g\(^{-1}\) fish day\(^{-1}\)).

with:

\[ C_{\text{max}} = aW^b \]  

with \( a, b \) being allometric coefficients for fish;
\( p \) is the proportion of maximum consumption; and
\( f_c(T) \) is a temperature-dependent function.

Respiration is measured as oxygen consumption and is converted to consumed prey by knowing the energy equivalent of oxygen (13 560 J g\(^{-1}\) O\(_2\)) and the prey energy density. Respiration depends on temperature, fish mass (allometric function) and activity:

\[ R = a_r W^{br} f_r(T) \cdot ACT \cdot \text{conv} \]  

(164)

where:

\( R \) is respiration (g prey g\(^{-1}\) fish day\(^{-1}\));
\( a_r, b_r \) are allometric coefficients (\( a_r \) is usually given in units of O\(_2\) consumption per g fish and unit time);
\( f_r(T) \) is the temperature function of respiration;
\( ACT \) is an activity multiplier that depends on the average swimming speed of the fish; and
\( \text{conv} \) is oxygen consumption converted to consumed prey (13 560 J g\(^{-1}\) O\(_2\) cal\(_p\)^{-1}).

Note that all the units in Eqs. (162)–(164), are reported on an fm basis.

In many applications, the specific dynamic action (S), the egestion (F), and the excretion (E) depend on consumption as an overall fraction (\( \varepsilon \)), and the relative growth rate (RGR) is given as:

\[ RGR = \frac{1}{W} \frac{dW}{dt} = [(1 - \varepsilon)C - R] \frac{\text{cal}_p}{\text{cal}_f} \]  

(165)

The OBT biological loss rate, \( K_{0.5} \), can be given as:
In Eq. (165), the effect of growth dilution (RGR) and metabolic (respiration) rate must be noted.

At maintenance (RGR=0), the OBT biological loss rate is given only by respiration. The development and application of BEMs increased substantially in the last decade. BEMs are appealing because they are based on balanced energy-fate equations that are thought to result in reasonable predictions. However, most BEMs have not been well evaluated over the ranges of conditions to which they have been applied. Results indicate that many BEMs are substantially inaccurate when predicting fish growth with higher feeding rates or estimating consumption with higher growth rates, even when the higher consumption levels or growth episodes are of short duration [356]. Further work is needed to evaluate temperature, sub-maintenance-feeding, and prey-type effects on the performance of BEMs, as well as possible influences of swimming activity level (i.e. ACT in Eq. (163)). In a recent review [357], BEMs were compared with field and laboratory experimental data. Field tests of bioenergetics models have generally revealed poor fits between model predictions and field measurements. Although a reasonable agreement (15%) was obtained between model and field values for lake trout (*Salvelinus namaycush*), largemouth bass (*Micropterus salmoides*), and sockeye salmon (*Oncorhynchus nerka*) [357]. Laboratory tests also demonstrate the poor performance of BEMs [356]. Disagreement between BEMs and laboratory data are largest when the BEMs attempt to account for a range of temperatures and variable ration levels. Subtle physiological adaptations of fish species to local environments can also have an important influence on the accuracy of BEMs predictions.

12.4. DISSOLVED ORGANIC TRITIUM (DOT)

The models previously described (OURSON and AQUATRIT) are based on the assumption that the OBT specific activity in fish is directly linked with the HTO in water or the OBT in fish food. This is completely valid if the water contamination is due only to an HTO source. Assuming this, the concentration factor (CF) in fish must be less than or equal to 1. Classically, the concentration factor has been defined as the ratio between the concentration per unit mass of biota at equilibrium and the dissolved concentration per unit volume in ambient water.

Concentration factors for tritium in aquatic marine biota have been measured at Cardiff, UK [358, 359]. For flounder (*Platichthys flesus*) and mussels (*Mytilus edulis*), CFs of up to $4 \times 10^3$ (fresh mass equivalent) were reported. This significant increase in CF compared with unity has been attributed to the uptake of tritium in organic forms from a mixture of compounds legally released as waste to the Bristol Channel from the Nycomed-Amersham (now GE Healthcare) radiopharmaceutical plant at Whitchurch, Cardiff, UK. A review of past monitoring results was recently published [333], and problems with the methods used to analyze OBT were noted. However, the extremely large CFs cannot be explained by analytical errors alone, and many hypotheses have been advanced. These include (1) concentration of organic tritium by bacteria and subsequent transfer up the food chain; (2) ingestion of contaminated sediment; (3) ingestion of contaminated prey; and (4) direct uptake of DOT from the sea water. The first suggestion is that bioaccumulation occurs via a pathway in which tritium-labelled organic compounds are converted into particulate matter (via bacterial uptake / physico-chemical sorption) with subsequent transfer to the food chain [358]. The second suggestion has been discounted based on the observation that OBT concentrations
in benthic fauna are much higher than OBT concentration in both sediments and suspended particulate matter.

Assuming that molecules of DOT are highly bioavailable, a conservative approach considers that dissolved organic compounds are the only carbon source for aquatic plants and animals. Then, the OURSON equation (155) for the transfer of organic tritium to consumers can be used by replacing the specific activity in the diet with the specific activity in DOT. Similarly, OURSON Eqs. (151) and (153) for OBT dynamics in phytoplankton and macrophytes, respectively can be used by replacing $DF.A^{HTO}$ with the specific activity of DOT. The turnover rate depends on the relative rate of carbon intake. Thus, the kinetic parameters previously described, $k_{\text{photo}}$ and $k_{\text{ing}}$ can also be applied to plant and animal uptake of dissolved organic molecules. The specific activity of organic tritium in dissolved organic matter $A^{OBT}_{DOM}$ (in Bq g$^{-1}$ H) is expressed as:

$$A^{OBT}_{DOM} = \frac{C^{OBT}_{\text{water}}}{DOC.H_{DOM}}$$  \hspace{1cm} (167)

where:

- $C^{OBT}_{\text{water}}$ is the organic tritium activity in filtered river or sea water (Bq L$^{-1}$);
- $DOC$ is the dissolved organic carbon concentration in river or sea water (g L$^{-1}$); and
- $H_{DOM}$ is the hydrogen to carbon mass ratio in dissolved organic matter (theoretical ratio of 0.166 corresponding to 2 atoms of hydrogen for 1 atom of carbon) (g H g$^{-1}$ C).

Concentrations of dissolved organic carbon, DOC, in various aquatic ecosystems is given in Table 58.

Then, activity in plants and animals can be calculated with the following equations, assuming DOM is the only carbon source for the plant or animal (a conservative assumption):

$$\frac{dA^{OBT}_{\text{plant}}(t)}{dt} = k_{\text{photo}} \left[ \frac{H_{DOM}}{H_{\text{plant}}} A^{OBT}_{DOM}(t) - A^{OBT}_{\text{plant}}(t) \right]$$  \hspace{1cm} (168)

$$\frac{dA^{OBT}_{\text{animal}}(t)}{dt} = k_{\text{ing}} \left[ \frac{H_{DOM}}{H_{\text{animal}}} A^{OBT}_{DOM}(t) - A^{OBT}_{\text{animal}}(t) \right]$$  \hspace{1cm} (169)

where:

- $H_{DOM}$ is the mass ratio between hydrogen and carbon in DOM (theoretical ratio of 0.166 corresponding to 2 atoms of hydrogen for 1 atom of carbon) (g H g$^{-1}$ C);
- $H_{\text{plant}}$ is the mass ratio between H and C in the aquatic plant (g H g$^{-1}$ C);
- $H_{\text{animal}}$ is the mass ratio between H and C in the aquatic animal (g H g$^{-1}$ C);
- $A^{OBT}_{DOM}$ is the specific activity of organic tritium in dissolved organic matter (Bq g$^{-1}$H);
- $A^{OBT}_{\text{plant}}$ is the specific activity of organic tritium in the aquatic plant (Bq g$^{-1}$H); and
- $A^{OBT}_{\text{animal}}$ is the specific activity of organic tritium in the aquatic animal (Bq g$^{-1}$H).
### TABLE 58. CONCENTRATION OF DISSOLVED ORGANIC CARBON IN VARIOUS WATER BODIES

<table>
<thead>
<tr>
<th>Water body</th>
<th>DOC (mg C L(^{-1}))</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loire River</td>
<td>3</td>
<td>Abril et al. [360]</td>
</tr>
<tr>
<td>Loire Estuary</td>
<td>9</td>
<td>Abril et al. [361]</td>
</tr>
<tr>
<td>English Channel</td>
<td>2</td>
<td>Abril et al. [361]</td>
</tr>
<tr>
<td>North Pacific</td>
<td>0.9</td>
<td>Peltzer and Hayward [362]</td>
</tr>
</tbody>
</table>

In the AQUATRIT model, the direct uptake of DOT can be introduced in the dynamic equation for phytoplankton (Eq. 152) and consumers (Eq. 157), respectively:

\[
\frac{dC_{o,ppl}}{dt} = 0.4 \cdot \mu \cdot \text{Dryf} \cdot 0.001 \cdot C_W + V_{DOT} * C_{DOT} - \mu \cdot C_{o,ppl}
\]

(170)

\[
\frac{dC_{org,x}}{dt} = a_x C_{f,x}(t) + b_x C_w(t) + V_{DOT} \cdot C_{DOT} - K_{0.5,x} C_{org,x}
\]

(171)

where:

- \(C_W\) is the HTO concentration in water (Bq m\(^{-3}\));
- \(C_{DOT}\) the DOT concentration (Bq L\(^{-1}\)); and
- \(V_{DOT}\) the uptake rate of DOT (L kg\(^{-1}\) fm day\(^{-1}\)) and obtained from a simplified form of a Michaelis-Menten equation (complete details are given elsewhere [331, 363]).

12.5. EXAMPLES OF MODELLING A TYPICAL FISH USING THE AQUATRIT MODEL

In this example, we choose the rainbow trout (\textit{Oncorhynchus mykiss}), because it is a fish found in many countries and is also considered a representative fish by the ICRP [364].

OBT dynamics were studied in juvenile [365], and adult rainbow trout (\textit{Oncorhynchus mykiss}) [366]. Juvenile rainbow trout were kept in tritiated water at a constant temperature of 15°C and/or received a diet labelled with tritiated amino acids. The average mass of fish increased from 7.0 ± 0.2 g fm up to 15.7 ± 0.6 g fm during the course of the 10 week experiment (with 56 days for tritium uptake). Based on the experimental data during exposure to a tritiated diet, the OBT rate constant was 0.0218 ± 0.002 day\(^{-1}\), while in the two weeks after exposure, the estimated value was 0.0308 ± 0.003 day\(^{-1}\). For the juvenile rainbow trout model in AQUATOX [367], the OBT rate constant for the experimental conditions (e.g. mass range and water temperature) was about 0.03 day\(^{-1}\). More recently, an updated model for rainbow trout was developed [368]; its rate constant for OBT dynamics was 0.037 day\(^{-1}\).

These results must be viewed with caution, however, because under laboratory conditions, the physical activity of fish is lower than under field conditions and the models use a mixture of parameters that are not completely understood.

The bound hydrogen (BH) content and energy density (ED) in fish and its prey can be assessed by knowing the composition of carbohydrates, proteins and lipids in the fish and its prey. The values of BH and ED per kg of carbohydrates, proteins and lipids are found in the literature [323, 369]. The model needs the OBT biological loss rate (defined by Eq. 164) which is obtained from fish bioenergetics models that have been tested with laboratory and field data on fish growth. The application of fish bioenergetics is well established, and
software and a default database are available [355]. The most appropriate parameters for the fish of interest must be found in recent literature, and end users must be aware that data for juvenile and adult fish are very different. In the case of rainbow trout, the parameters are given in reference [368] for the youngest fish (mass less than 50 g). For adult fish, different parameters are recommended [370, 371]. The models in the referenced papers [370, 371] use experimental data on fish respiration in normal and active state, as well as data on fish growth for fish fed a controlled diet. These parameters are essential input for tritium models. AQUATRIT was blind tested using the results of laboratory experiments done at Chalk River Laboratories (AECL, Canada). Predicted to observed ratios were less than a factor of 2 (Figure 55), and the discrepancies between predictions and the data can be partially explained by details of fish mass dynamics in the experiment being unknown [372].

To apply the model to realistic field conditions, other important information about prey composition, energy density, and availability of prey [373] is needed. The seasonal variability of prey (composition and density) influences fish growth, and the variability of seasonal water temperature may greatly affect the OBT concentration in fish.

FIG. 55. Comparison between model results and experimental data for OBT concentrations in fish for uptake of OBT.
13. QUALITY ASSURANCE OF DATA

13.1. OVERVIEW

Tritium can be bound to organic compounds either by exchange reactions or by enzymatically-catalyzed reactions [5, 323]. In exchange reactions, tritium binds to oxygen, sulphur, phosphorous or nitrogen atoms as hydroxides, thiols, phosphides or amines, respectively. Conventionally, this is referred to as exchangeable or labile organically bound tritium (OBT). Exchangeable OBT is considered to be in equilibrium with tritiated water (HTO) in the plant or animal in question. In enzymatically-catalyzed reactions, tritium binds to the carbon chain of an organic molecule as fixed or non-exchangeable OBT. Such bonds are strong and can be dissolved only during catabolic reactions, meaning that non-exchangeable OBT has a longer retention time in the body than does HTO or exchangeable OBT.

Differing views on whether the definition of OBT should include exchangeable OBT are found in the literature. Diabate and Strack [323] state that OBT should include only non-exchangeable OBT. On the other hand, the Environmental Agency [374] has argued for a wider definition that includes any organic matter containing tritium, either exchangeable or fixed. This definition ensures that both forms of OBT are taken into account in dose assessments, thus ensuring a conservative approach that compensates for the large uncertainty surrounding OBT. More recently, Baumgärtner and Donhäuser [375] and Baumgärtner [376] have identified another form of OBT, called buried tritium, which is defined as the tritium in exchangeable positions in large biomolecules in dry matter that is not removed by rinsing with tritium-free water. Such tritium is not carbon bound but is simply folded into large molecules that are not accessible for exchange by tritium-free water. Buried tritium contributes to the concentration in the traditional experimental determination of OBT, but it quickly exchanges with hydrogen atoms in the body and acts as HTO rather than OBT following ingestion. The rapid increase in plant OBT concentrations observed in the first few hours following acute HTO exposure in some experiments may be evidence of buried tritium that forms by exchange through non-metabolic processes [176, 377].

The nature of OBT was debated by the Tritium and C-14 Working Group of the IAEA’s Environmental Modelling for Radiation Safety (EMRAS) program, which settled on the following definition: “OBT is carbon-bound and buried tritium formed in living systems through natural environmental or biological processes from HTO. Other types of organic tritium (e.g. tritiated methane, pump oil, radiochemicals and so on) should be called tritiated organics, which can exist in any chemical or physical form” [4]. This definition was clarified over time; the full EMRAS definition is given in Appendix III.

The EMRAS definition is consistent with the quantity measured in the traditional experimental determination of OBT, namely, the tritium in the combustion water produced by the oxidation of dry matter that has been washed with tritium-free water. The definition was deliberately chosen to maintain this connection to preserve the meaning of past analyses and current analytical techniques. The definition does not include exchangeable OBT but does include buried tritium. It also distinguishes between organically bound tritium that is formed in the environment and tritiated organics, which are produced through industrial processes.

The concept of buried tritium was accepted by the EMRAS Working Group [4], but its significance is still under debate. Baumgärtner and Donhäuser [375] and Baumgärtner [376] suggest that buried tritium makes up 50% or more of what is traditionally measured as OBT. On the other hand, a study by Kim et al., [377] indicates that the fraction is typically 5% and
at most 20%. In the face of this discrepancy, the question remains open pending new experimental data. Because buried tritium is included, current OBT dose calculations lead to a conservative estimate of OBT dose.

13.2. ANALYTICAL ISSUES

There are many different methods for analyzing the tritium (HTO and OBT) in environmental samples [378, 379]. However, there is no standard method.

OBT is an important tritium species that can be measured in most environmental samples, such as plants, animals and soils [380]. Currently, OBT is not routinely measured by environmental monitoring laboratories around the world. Also, there have been differences between many analytical laboratories in the analysis of OBT samples. One possible reason for the discrepancies may be differences in analytical methods [381]. Therefore, inter-laboratory OBT comparisons within the OBT community are important and would provide a good opportunity to choose and adopt a reference OBT procedure.

13.2.1. Issues with the OBT analysis process

There are no certified reference materials (CRMs) for environmental OBT samples, and, thus, quality assurance (QA) of OBT measurement is not available. Alternatively, quality control (QC) will be available. Figure 56 and Table 59 show conventional procedures for OBT analysis in environmental samples. The measurement of OBT concentrations in environmental samples takes longer and is more complex than the measurement of HTO; it also has a higher associated uncertainty. The uncertainty can be introduced in three ways: (1) the water residue is not extracted completely from the fresh sample; (2) the exchangeable OBT is not removed from the dry matter; and (3) for a Parr instrument, the combustion water has to be distilled to neutralize and purify it, which may affect counting efficiency.

13.2.2. HTO measurement

The measurement of the HTO concentration in an environmental sample is achieved by first extracting the free water from the fresh sample (Figure 56). This is usually done either by freeze-drying (Figure 57) or by azeotropic distillation with toluene. Freeze drying is preferred if the OBT concentration is to be determined from the dry matter of the same sample, because the organic residue left after azeotropic distillation can affect the OBT measurement. The extracted water is mixed with scintillation fluid and placed in a liquid scintillation counter (LSC), which measures the HTO beta activity in the sample.

13.2.3. OBT measurement

The measurement of OBT concentrations in environmental samples is more difficult and complicated than the measurement of HTO. The sample dry matter remaining after freeze drying is washed repeatedly with tritium-free water to remove exchangeable OBT and then freeze-dried again (Figure 56). The dried material is combusted in a combustion bomb or furnace [382]. The combustion water is distilled to neutralize and purify it and then counted in a LSC. In addition, over the last few decades, an alternative method of counting based on the detection of tritium’s radioactive daughter, $^{3}$He, by mass spectrometry (MS) has been used for routine measurements of very low levels of tritium [383].
FIG. 56. Conventional steps of OBT analysis. The steps are described in Table 59.

<table>
<thead>
<tr>
<th>Step</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>Freeze-dry (water residue)</td>
</tr>
<tr>
<td></td>
<td>Oven-dry (temperature, duration)</td>
</tr>
<tr>
<td></td>
<td>Azo-distillation (old fashioned)</td>
</tr>
<tr>
<td></td>
<td>Rinse (volume, duration) or no rinse</td>
</tr>
<tr>
<td>Step 2</td>
<td>Combustion (Parr bomb, tube furnace)</td>
</tr>
<tr>
<td></td>
<td>Distillation (remove impurity)</td>
</tr>
<tr>
<td>Step 3</td>
<td>Liquid scintillation counter (Quantulus, Packard)</td>
</tr>
<tr>
<td></td>
<td>Cocktail (Ultima Gold series)</td>
</tr>
<tr>
<td></td>
<td>Counting condition (background, time)</td>
</tr>
</tbody>
</table>
Uncertainties can arise at all steps in this procedure. If the free water is not completely extracted from the fresh sample, some HTO may be included in the OBT measurement. Similarly, exchangeable OBT must be completely removed from the dried sample. Because of the small amount of dried material that can be held in the cup of the Parr bomb, the volume of combustion water may be too low or too scattered within the bomb to yield a sufficient quantity for reliable analysis by LSC. Also, it is not clear how well the methods work with mixed inorganic and organic samples, such as soil and sediments.

Wassenaar and Hobson [384] report that exchangeable OBT accounts for about 20% of the total tritium in dehydrated organic materials. Exchangeable OBT is not usually considered explicitly in calculating ingestion OBT doses but it is accounted for implicitly since, in the models, all of the contaminated dry matter in ingested food is assumed to be non-exchangeable OBT. The exchangeable OBT is therefore replaced by non-exchangeable OBT in the calculations, which results in a slight overestimate of dose. When HTO and OBT activities are measured for more accurate dose calculations, the fraction of exchangeable OBT that is removed from the dried sample by rinsing should be included in the HTO fraction rather than the OBT fraction when HTO and OBT doses are calculated.

13.2.4. Uncertainties

The measurement of tritium in all environmental samples consists of two basic steps: extraction of the water (combustion water in the case of OBT) from the sample and counting by LSC. Counting errors in the second step can be kept low by ensuring that: (i) the sample volume is adequate; (ii) the sample is not exposed to ambient air, which could result in cross-contamination; (iii) background tritium levels in the laboratory are well below the sample concentration; and (iv) the sample is counted for a sufficiently long time. The tritium concentration in the sample is determined as the difference between the gross count rate and the count rate of a tritium-free water sample, or blank. In practice, it is difficult to obtain
water that is truly free of tritium. At environmental levels, the counts from the sample and the blank may be similar and lead to large errors.

The detection limit associated with the analytical procedure must be significantly lower than the tritium concentrations being measured. The detection limit depends on the sample size, the counting time and the efficiency of the counter [385]. It also varies from laboratory to laboratory and analysis to analysis. A detection limit of about 5 Bq L\(^{-1}\) is readily achievable and suitable for environmental samples.

HTO is relatively easy to extract from plant and animal samples via freeze-drying or azeotropic distillation with toluene. Procedures for measuring HTO are well established in most laboratories around the world [386–388]. If these procedures are carefully followed, the uncertainty in the measured HTO concentration in plants and animal products can be kept to around 10–20% [389, 390].

The measurement of OBT concentrations in environmental samples is a longer and more complex procedure than the measurement of HTO and has a higher associated uncertainty. Errors can be introduced if all the HTO is not extracted completely from the fresh sample, or if all the exchangeable OBT is not removed from the dry matter. If all of the combustion water is not collected, the water volume may be too small to be counted reliably. In addition, the combustion water may have to be distilled to neutralize and purify it, and this may affect counting efficiency and the detection level. Overall, the uncertainty in measured OBT concentrations in plants and animal products is about 70% [390, 391]. This estimate is supported by the results of inter-laboratory comparisons using environmental OBT materials [379].

13.3. PREVIOUS OBT INTER-COMPARISON PROGRAMS

OBT is considered one of the new species of tritium in environmental samples. Only limited information is available on its measurement. Past international OBT inter-laboratory methods [378, 379, 392, 393] were reviewed and are outlined in this section.

13.3.1. Canada (Chalk River Laboratories, CRL)

Inter-comparisons of OBT are rare due to the lack of a suitably calibrated standard reference material and to the relatively low number of measurement laboratories worldwide. In 1998, a study to develop a vegetation standard reference material and carry out an inter-comparison of OBT was initiated at CRL [379]. This was a good opportunity to compare analytical methodologies with other laboratories, to discover the sources of errors and statistical deviations, and to promote confidence in the measurement of OBT concentrations in environmental samples. Figures 58 and 59 show the concentrations of OBT in lettuce and crabapple, the two vegetation samples used for the inter-comparison. This inter-laboratory comparison has suggested a better agreement at higher OBT than at lower OBT concentrations.
FIG. 58. Inter-laboratory comparison of OBT (1998) in lettuce conducted by CRL (Highest OBT concentration).

FIG. 59. Inter-laboratory comparison of OBT (1998) in crabapple conducted by CRL (Lowest OBT concentration).

FIG. 60. Inter-laboratory comparisons of OBT in vegetables conducted by CRL with OPG and UO in 2008.
In 2008, two inter-comparisons within Canada were conducted; one with Ontario Power Generation (OPG) and one with the University of Ottawa (UO). Figure 60 shows the comparison between the CRL and OPG measurements of OBT concentrations in three vegetables. While the HTO concentrations determined by the two laboratories were in agreement when uncertainties were taken into account (not shown), OBT results differed considerably. The OBT concentrations measured by OPG were 2.1 times higher in leafy vegetables, 2.7 times higher in fruit and 4.3 times higher in root crops compared with CRL’s measurements. There were some differences in analytical procedures between the two laboratories. For example, the drying temperature differed. In addition, OPG did not rinse the sample to remove the exchangeable OBT while CRL did. There were differences in counting parameters too, with CRL having lower counting background and counting efficiency. However, these factors alone cannot explain the difference in the OBT results. Potential causes for the observed differences are discussed in Section 13.3.1.1.

Figure 60 also presents OBT concentrations from the inter-laboratory comparison between CRL and UO. Again, the HTO results (not shown) were similar for both labs. In contrast, the OBT concentrations of the two samples were not similar between labs, differing by approximately a factor of 2 for carrot and about 35% for lettuce. Ottawa University used the same approach as CRL (i.e. rinsing was used to remove exchangeable OBT), but CRL used a combustion technique to measure the OBT activity concentration, while UO used mass spectrometry.

13.3.1.1. **OPG compared to CRL**

The measurement of OBT in vegetables presents many challenges [381, 394]. There are two significant differences between the analytical procedures at CRL and OPG. First, CRL uses an oven temperature of about 55°C to dry fresh plant samples, whereas OPG uses a temperature of about 80°C. Generally, drying samples at higher temperatures increases the risk that the components within the sample will break down. It is assumed that the drying processes of the two laboratories completely remove the water from the fresh samples. This means that, for all practical purposes, no residual water is left in the samples that will be used to determine OBT concentrations. As pointed out by OPG, neither lab has a metric for determining or verifying sample moisture content. Furthermore, residual free water or the recently proposed “buried” water can be present in the “dried” samples. This can have an impact on measured OBT concentrations, although it is not enough to explain the different results obtained by the two labs. If it is not possible to remove all residual water from a sample, quantifying and correcting for its presence may be the only practical solution.

The second major difference between the CRL and OPG procedures for determining OBT lies with the treatment of exchangeable OBT. CRL uses a rinsing process to remove exchangeable OBT while OPG does not. Because it is difficult to remove all labile OBT from vegetables, residual amounts will result in an overestimate of the concentration of non-exchangeable OBT. Exchangeable OBT behaves much the same as HTO in the plant, increasing or decreasing rapidly in response to changes in air concentration. Thus, rinsing could have a significant effect on measured OBT concentrations at locations close to a tritium source. This may be the main reason for the differences observed between the measurements of CRL and OPG. Differences in these measurements will persist until the two approaches to the treatment of exchangeable OBT are quantified and understood.

Even though both CRL and OPG have appropriate procedures in place for OBT analysis and tritium counting, being located in different areas, they experience different levels of background tritium. To determine the OBT background activity concentration at CRL,
commercial polyethylene beads [379] were combusted. The beads are petroleum products that contain no tritium, and so provide a realistic OBT background for CRL’s analytical system. The OBT concentration in the combusted beads was about 1.5 BqL\(^{-1}\). The determination of OBT background activity concentration using this method was not carried out at OPG.

13.3.1.2. UO compared with CRL

There was a meaningful difference (up to a factor of 2) in the OBT activity concentrations measured by CRL and by UO. Theoretically, the \(^3\)He MS technique applied by UO is more accurate compared with the LSC method used by CRL. To confirm this, however, a certified reference environmental material for OBT measurement is needed.

13.3.2. France (CETAMA)

Because OBT is of increasing importance, improved analytical methods are necessary. The CETAMA (Comité d’ÉTAblissement des Méthodes d’Analyse) plays an important role in the field of analytical science in France. One of its main tasks is to support French analytical laboratories by providing analytical OBT procedures and organizing user groups and round-robin exercises. In 2009 and 2010, CETAMA organized an inter-comparison program for the measurement of environmental levels of OBT in grass samples. This program was conducted to determine needed improvements in analytical procedures at the participating laboratories.

To validate CRL’s measurement of OBT activity concentrations in vegetables, CRL participated in this program along with several participants from France (Figures 61 and 62).

The results of the inter-comparison demonstrated that several steps of the procedure, such as combustion and tritium measurement, are well understood. Moreover, exposing samples to the laboratory atmosphere during the drying stage or when moving samples from the drying system to the combustion system were confirmed as potential sources of contamination. The average OBT value among French participants varied from 251 Bq L\(^{-1}\) to 304 Bq L\(^{-1}\) (Figure 61). CRL’s result was 270 Bq L\(^{-1}\), which is very close to the average value. The results were very encouraging, as all participants obtained OBT concentrations in good agreement with each other when uncertainties were taken into account. However, in the 2010 inter-comparison (Figure 62), the OBT concentration in the sample was slightly higher than that measured by CRL, and no firm conclusions can be drawn about CRL’s ability to obtain accurate results at near background levels.

13.3.3. Japan (Akita University School of Medicine)

Because the fraction of OBT to total tritium intake is important for estimating dose to people from tritium released to the environment [392], Japan wanted to check the reliability of OBT measurements. In 1988, 6 laboratories in Japan participated in an inter-laboratory comparison of measurements of OBT in environmental samples. Figures 63 and 64 show the results for swine liver and polished rice.

All laboratories used a specific liquid scintillation counter (the Aloka LSC-LB) using either a Teflon 100 mL vial or a quartz vial, and all used the same methodology. The results suggested that coefficients of variation were 68% for the polished rice and 35% for the swine liver.
FIG. 61. OBT concentrations in grass measured by various laboratories as part of a inter-comparison exercise organized by CETAMA in 2009.

FIG. 62. OBT concentrations in grass measured by various laboratories as part of a inter-comparison exercise organized by CETAMA in 2010.

FIG. 63. OBT concentrations in swine liver measured by various laboratories as part of a Japanese inter-comparison exercise in 1988.
FIG. 64. OBT concentrations in polished rice measured by various laboratories as part of a Japanese inter-comparison exercise in 1988.

FIG. 65. Tritium concentrations in a tritiated sucrose solution measured for an inter-laboratory exercise organized by NCAS in 1999.

FIG. 66. Validation of the freeze-drying time using a conventional freeze-dryer (Labconco, USA) with various environmental samples.
TABLE 60. WATER RESIDUE REMAINING AFTER FREEZE-DRYING AND OVEN-DRYING

<table>
<thead>
<tr>
<th>Sample</th>
<th>Fresh weight (g)</th>
<th>% water removed after Freeze-drying (3 days)</th>
<th>% water removed after Oven-drying after freeze-drying (1 day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tomato</td>
<td>212</td>
<td>98.3</td>
<td>99.8</td>
</tr>
<tr>
<td></td>
<td>198</td>
<td>98.8</td>
<td>100</td>
</tr>
<tr>
<td>Lettuce</td>
<td>205</td>
<td>99.8</td>
<td>99.9</td>
</tr>
<tr>
<td></td>
<td>210</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Beet</td>
<td>209</td>
<td>98.2</td>
<td>99.9</td>
</tr>
<tr>
<td></td>
<td>203</td>
<td>95.6</td>
<td>99.9</td>
</tr>
<tr>
<td>Average</td>
<td>206 ± 5.2</td>
<td>98.5 ± 1.6</td>
<td>99.9 ± 0.1</td>
</tr>
</tbody>
</table>

13.3.4. UK (National Compliance and Assessment Service, NCAS)

The aim of the UK 1999 inter-laboratory comparison was to clarify differences in reported figures for both HTO and OBT in effluent samples. Tritium labelled sucrose, in which the tritium was present attached to carbon atoms, was added to water. The resultant solution contained approximately 300 Bq L⁻¹ of tritium, 25% of which was present as sucrose. Individual aliquots of this solution in sealed glass bottles were distributed to six participating laboratories for analysis of total tritium and OBT. The results from the laboratories are presented in Figure 65. Uncertainties are quoted to two standard deviations.

Without any defined OBT analytical methodology, the reliability of the result of this inter-comparison depended on the ability to measure the difference between the total tritium present in the sample and the tritium present in the form which distils at 100°C. OBT may have been underestimated due to the removal of low volatile OBT during distillation or overestimated due to the inclusion of exchangeable OBT. The method whereby water was driven off the effluent sample prior to combustion and analysis of the combustion products for tritium carried out thereafter gave reasonably consistent results for OBT.

The most practical way to determine OBT in a sample is to assume that all tritium remaining after the tissue free water tritium (TFWT) has been removed is OBT. The freeze-drying method is the most suitable for removing TFWT from environmental samples such as vegetables. A method that is more applicable to water samples is to analyze separate aliquots of a sample for total tritium and for tritiated water using the distillation method and then to calculate OBT as the difference between results.

13.4. CRL’S OBT EXPERIMENT TO EVALUATE THE CONTRIBUTION OF RESIDUAL WATER

An experiment was conducted at CRL to quantify the contribution of residual water to OBT concentrations after freeze-drying and oven-drying (55°C). Three vegetables (tomato, lettuce and beet) were tested (Table 60).

The results indicated that freeze-drying is not able to completely remove tissue free water from frozen vegetables, with the exception of leafy vegetables such as lettuce.

Figure 66 shows data used to validate the experimental freeze drying time of 3 days used at CRL. When the methods of freeze-drying and oven-drying were combined, more water was removed, but the contribution of the residual water (before oven-drying) to the OBT
13.5. DISCUSSION

Following routine releases of HTO to air and water, OBT contributes to the total tritium dose to members of the public and to aquatic and terrestrial plants and animals. Even though OBT measurement and prediction are associated with high uncertainties, OBT cannot be ignored in tritium dose estimates.

Most OBT models have been developed to predict OBT concentrations in the environment guided by observed HTO and OBT concentrations in biota. Therefore, if measured OBT has a high uncertainty, predicted OBT concentrations should have a higher uncertainty. Observed concentrations in the environment, rather than model predictions, should be used as the starting point in the calculation of doses to members of the public. OBT measurements provide a better indication of the level of environmental tritium contamination than do HTO measurements because OBT is retained longer in environmental samples. However, OBT measurements require quality assurance to improve confidence and reliability.

Chalk River Laboratories have analyzed OBT in more than 2000 environmental samples since the 1980’s and is very confident in its ability to analyze OBT in many environmental samples such as plant leaves, vegetables, animal tissues and soils. CRL is convinced that that measurements between laboratories should agree better, that a method of measuring OBT should be agreed on, and that all OBT concentrations should be reported in the same units (Bq L\(^{-1}\) combustion water or Bq kg\(^{-1}\) fresh weight).

To encourage QA of OBT measurements in environmental samples, an international OBT inter-comparison project was proposed by CRL (Canada) and CEA (France). The first international OBT workshop will be held in May 2012 in France. Also, three inter-comparison exercises will be conducted by both organizations.
14. QUALITY ASSURANCE OF MODELS

14.1. OVERVIEW

Models are simplifications of reality, and therefore always have some uncertainty associated with their application. The term uncertainty refers to a lack of knowledge or information about the models, parameters, constants, input data and beliefs/concepts [167]. After the Chernobyl accident, the need for robust environmental models for radiological assessment was recognized, and many international programs were started under the auspices of the IAEA, including EMRAS. “The overarching objective of the IAEA’s activities in environmental modelling is to enhance the capabilities of Member States to simulate radionuclide transfer in the environment and, thereby, to assess exposure levels of the public and in the environment in order to ensure an appropriate level of protection from the effects of ionizing radiation, associated with radionuclide releases and from existing radionuclides in the environment. The activities within the framework of the EMRAS II Programme emphasize on improvement of environmental transfer models for reducing associated uncertainties or developing new approaches to strengthen the evaluation of the radiological impact to man, as well as to flora and fauna, arising from radionuclides in the environment”.

In this context, at the start of WG7, it was asked: “What is the robustness (uncertainty) accepted by your organization or regulatory body when modelling accidental tritium releases?” From the answers we concluded that conservatism is required but the amount of uncertainty is unspecified. Some participants simply answered “NO IDEA”.

The Fukushima accident highlighted the need for robust radiological assessment models for releases to the environment. Thus far, there is no internationally agreed upon guidance for the quality assurance of environmental models and for the acceptable uncertainty for practical applications. In the discussion about the proposed work of WG7, some suggestions were made that guidelines might be adopted from from IAEA member states, such as the Environmental Protection Agency (EPA), USA [167], UK [395, 396] or others, such as the Asian Nuclear Safety Network (ANSN) [397]. For routine releases of tritium, arguments have been made, based on guidance recently released [274] and past tests in BIOMASS [398], that an acceptable prediction for operational applications would be less than a factor of 3 for the predicted to observed ratio. For accidental releases of tritium (and other radionuclides), such an expectation has not been determined, and our goal must be to consider the model robustness in terms of the potential radiological impact [395]. Considering the model’s uncertainty itself, a score of 1 for uncertainty less than a factor of 3, a score of 2 for an uncertainty between 3 and 10, and a score of 3 for an uncertainty greater than 10 can be assessed. Considering potential doses, a score of 1 for doses less than 20 µSv year⁻¹ and a score of 3 for doses larger than 100 µSv year⁻¹ can be assessed. Multiplying the scores for uncertainty and dose, the necessary actions that must be taken to improve modeling are indicated. In EMRAS I WG 2, a hypothetical tritium accident was analyzed for a release of 10 g of tritium [4]. The dose predictions for the HTO release covered a wide range including doses greater than the limit of 100 µSv year⁻¹. Based on these results, a robust model with an uncertainty of about a factor of 3 and, at worst,, a factor of 6 is needed.

Because a tritium model must be combined with an atmospheric transport model, the overall uncertainty must increase. The environmental transport modeller is encouraged to use an

---

atmospheric transport model that satisfies the quality assurance requirements of its use. The Forum for Air Quality Modelling in Europe (FAIRMODE\textsuperscript{10}) established in 2008 as a joint action of the European Environment Agency (EEA) and the European Commission's Joint Research Centre (JRC), have published “The application of models under the European Union's Air Quality Directive” [399]. Many suggestions from this report [399] can be applied to radionuclide transport models.

For interested readers, the considerable literature on quality assurance of environmental models addresses various arguments [400–402].

14.2. QUALITY ASSURANCE (QA) AND SENSITIVITY – UNCERTAINTY ANALYSIS

Quality assurance (QA) may be defined as protocols and guidelines to support the proper application of models. Important aims of QA are to ensure the use of the best practice, to build consensus among the various participants in the modelling process and to ensure that the expected accuracy and model performance are in accordance with the project objectives.

EPA guidance [167] provides recommendations for the effective development, evaluation, and use of models in environmental decision making once an environmental issue has been identified. These recommendations are drawn from Agency white papers, EPA Science Advisory Board reports, the National Research Council’s “Models in Environmental Regulatory Decision Making”, and peer-reviewed literature. For organizational simplicity, the recommendations are categorized into three sections: model development, model evaluation, and model application.

The guidance recommends the best practices to help determine when a model, despite its uncertainties, can be appropriately used to inform a decision. Specifically, it recommends that model developers and users:

— Subject their model to credible, objective peer review;
— Assess the quality of the data they use;
— Corroborate their model by evaluating the degree to which it corresponds to the system being modelled;
— Perform sensitivity and uncertainty analyses.

Sensitivity analysis evaluates the effect of changes in input values or assumptions on a model's results.

Uncertainty [395] analysis measures the lack of knowledge of the system under investigation, which, in radiation dose assessment terms, will determine how well doses of interest can be estimated. For example, how well are the parameter values in a calculation of dose known? When further investigations can reduce the uncertainty in these parameter values by increasing the accuracy and precision with which they are known, then the uncertainty is known as epistemic or so called Type B uncertainty [403]. Type B uncertainty applies to a parameter that is thought to have a well-defined value, but, due to inevitable experimental difficulties, there is some uncertainty about that value. In many dose assessment applications, a detailed knowledge of the processes involved is not essential and a simpler parametric

\textsuperscript{10} See http://fairmode.ew.eea.europa.eu/.
representation can be employed that captures the salient details. This adds modelling uncertainty by simplifying relationships but allows the average parameter value to represent the process adequately. For example, there are many potential transfer coefficients for a radionuclide between a cow’s intake and milk production. These are determined by a multiplicity of physiological processes, but a single average value that encompasses all transfer processes can be determined by a suitable experiment. In principle, carrying out further investigations to improve knowledge can reduce uncertainties. However, uncertainty is not simply the absence of knowledge. Uncertainty can still exist in situations even after more information has become available. Also, new information can either decrease or increase perceived uncertainty by revealing the presence of complexities previously unknown or poorly understood. In other words, more knowledge does not necessarily imply less uncertainty. Though it may reveal uncertainties that were previously hidden, it may not help to resolve them. When conducted in combination, sensitivity and uncertainty analyses allow model users to be more informed about the confidence that can be placed in model results. A model’s ability to support a decision becomes better known when information is available to assess these factors.

In order to succeed in building a useful model, many steps (adapted from [167]) must be followed:

— Problem Identification
  • What is the goal of the model?
  • Who will use it?
  • What types of decisions will it support?
  • What data are available to support the model?

— Conceptual Model
  • Alternative hypotheses
  • Assumptions
  • Uncertainties
  • Peer Review

— Constructed Model
  • Spatial/temporal resolution
  • Algorithm choice
  • Assumptions
  • Data availability/software tools
  • Quality assurance/quality control
  • Test scenarios
  • Corroboration with observations
  • Uncertainty/sensitivity
  • Peer review

— Model Use
  • Appropriateness of model for problem
  • Assumptions
  • Model extrapolation
  • Input data quality
  • Comparison with observations
  • Uncertainty/sensitivity analysis
  • Peer review
14.2.1. Model development

Model development includes confirming whether a model is a useful tool to address the problem, determining what type of model would be the most useful, and developing the appropriate model.

Model development can be viewed as a process with three main steps:

1. Specify the environmental problem (or set of issues) the model is intended to address and develop the conceptual model;
2. Evaluate or develop the model framework (develop the mathematical model);
3. Parameterize the model for the application.

For WG7, the purpose of the model is to provide a robust assessment for accident preparedness and management of potential tritium accidents. If the uncertainty is known and relatively small, the same model can be used for licensing purposes by increasing the predicted doses by a safety factor. Due to the large range of environmental conditions, the model must function at a process level. Use of the interaction matrix is essential in achieving this (see Section 3). Furthermore, a deeper analysis is needed of various processes that drive the dynamics of tritium in the environment. A review published in 1998 [74] must be updated.

The complexity of the model directly influences the final uncertainty and can limit the suitability of the model to address the problem of concern. Two general aspects must be considered:

— Model framework uncertainty, which is a function of the soundness of the model’s underlying scientific foundations.
— Data uncertainty, which arises from measurement errors, analytical imprecision and limited sample size during collection and treatment of the data used to delimit the values of the model parameters.

These two types of uncertainty have a reciprocal relationship, with one increasing as the other decreases. Thus, as illustrated in Figure 67, an optimal level of complexity (the “point of minimum uncertainty”) exists for each model. As Figure 67 illustrates, as models become more complex to describe more physical processes, their performance tends to decrease, because they require many input variables, leading to larger data uncertainty. Because different models contain different types and ranges of uncertainty, it can be useful to conduct a sensitivity analysis early in model development to identify the relative importance of model parameters.

Model complexity can be constrained by eliminating parameters when sensitivity analyses show that they do not significantly affect the output and when there is no process-based rationale for including them. However, a variable of little significance in one application of a model may be more important in a different application. Hence, it is important to identify the efforts that are needed to adequately parameterize the model framework and support the application of a model by examining existing data and and/or field collection. The National Research Council (NRC) Committee on Models in the Regulatory Decision Process [404] recommended that models used in the regulatory process should be no more complicated than is necessary to inform the regulatory decision and that it is often preferable to omit capabilities that do not substantially improve the model performance.
FIG. 67. Relationship between model framework uncertainty and data uncertainty and the combined effect on total model uncertainty (taken from [167]).

The accuracy, variability, and precision of input data used in the model are a major source of uncertainty:

— Accuracy refers to the closeness of a measured or computed value to its “true” value (the value obtained with perfect information). Due to natural heterogeneity and random variability (stochasticity) of many environmental systems, this “true” value exists as a distribution rather than a discrete value;

— Variability refers to differences attributable to true heterogeneity or diversity in model parameters. Because of variability, the “true” value of model parameters is often a function of the degree of spatial and temporal aggregation.

— Precision refers to the quality of being reproducible in outcome or performance. With models and other forms of quantitative information, precision often refers to the number of decimal places to which a number is computed. This is a measure of the “preciseness” or “exactness” of the model.

Modellers should always select the most appropriate data for use in modelling analyses. Whenever possible, all parameters should be directly measured in the system of interest.

For WG7, at the moment when this report was edited, a very complex model (SOLVEG-H3, see Section 11), a relatively simple one [405], and a series of intermediate models: UFOTRI [92], ETMOD [91], IFIN [269] were examined. An international coordinated research programme must use what is available to find a harmonized model with minimal uncertainty for practical application.
14.2.2. Model evaluation

The challenge of developing a model has been met when a model, despite its uncertainties, can be appropriately used to inform a decision. Model evaluation is the process of deciding whether and when a model is suitable for its intended purpose. It builds confidence in model applications and increases the understanding of model strengths and limitations. It involves peer review, corroboration of results with data and other information, quality assurance and quality control checks, uncertainty and sensitivity analyses, and other activities.

Model evaluation should not be confused with model validation, as “validated” means (a) proved to correspond exactly to reality or (b) demonstrated through experimental tests to make consistently accurate predictions. Because every model contains simplifications, the predictions derived from a model can never be completely accurate and a model can never correspond exactly to reality. Thus, some researchers assert that no model is ever truly “validated”; models can only be invalidated for a specific application. Accordingly, guidance [167] focuses on processes and techniques for model evaluation rather than model validation or invalidation.

“Verification” is another term commonly applied to the evaluation process, but model verification typically refers to verification of the computer code. Verification refers to activities that are designed to confirm that the mathematical framework embodied in the module is correct and that the computer code for a module is operating according to its intended design. Thus, results obtained compare favourably with those obtained using known analytical solutions or numerical solutions from simulators based on similar or identical mathematical frameworks.

In simple terms, model evaluation provides information to help answer four main questions [167]:

1. How have the principles of sound science been addressed during model development?
2. How is the choice of model supported by the quantity and quality of available data?
3. How closely does the model approximate the real system of interest?
4. How does the model perform the specified task while meeting the objectives set by QA project planning?

Regulatory models exhibit some fundamental characteristics:

— They are always constrained by computational limitations, assumptions, and knowledge gaps;
— They can never be completely “validated” in the traditional sense, but they can be “evaluated”;
— They are typically used to describe important, complex, and poorly characterized problems;
— They are best seen as tools providing input, as opposed to “truth generating machines”.

There are several “tools” or best practices to address these constraints:

— Data analysis: to evaluate or summarize input and model output data;
— Identifiability analysis: to expose inadequacies in the data or suggest improvements in the model structure;
— Parameter estimation: to quantify uncertain model parameters using model simulations and available output data;
— Sensitivity analysis: to determine which inputs are the most significant;
— Uncertainty analysis: to quantify output uncertainty by propagating sources of uncertainty through the model;
— Multi-model analysis: to evaluate the model uncertainty or generate combined predictions using many plausible models;
— Bayesian networks: to combine prior distributions of uncertainty with general knowledge and site-specific data to yield an updated (a posteriori) set of distributions.

The most used practical tools are: peer review of models; QA project planning, including data quality assessment; model corroboration (qualitative and/or quantitative evaluation of a model’s accuracy and predictive capabilities); sensitivity and uncertainty analyses; and operational model evaluation. These tools and practices include both qualitative and quantitative techniques [167]:

Qualitative assessments: Some of the uncertainty in model predictions may arise from sources whose uncertainty cannot be quantified. Examples are uncertainties about the theory underlying the model, the manner in which that theory is mathematically expressed to represent the environmental components, and the theory being modelled. Subjective evaluation of experts may be needed to determine appropriate values for model parameters and inputs that cannot be directly observed or measured (e.g. air emissions estimates). Qualitative assessments are needed for these sources of uncertainty. These assessments may involve expert elicitation regarding the system’s behaviour and comparison with model forecasts.

Quantitative assessments: The uncertainty in some sources — such as some model parameters and some input data — can be estimated through quantitative assessments involving statistical uncertainty and sensitivity analyses. These types of analyses can also be used to quantitatively describe how model estimates of current conditions may be expected to differ from comparable field observations. However, since model predictions are not directly observed, special care is needed when quantitatively comparing model predictions with field data.

Peer review provides the main mechanism for independent evaluation and review of environmental models. Peer review provides an independent, expert review of the evaluation; therefore, its purpose is two-fold:

— To evaluate whether the assumptions, methods, and conclusions derived from environmental models are based on sound scientific principles;
— To check the scientific appropriateness of a model used to inform a specific regulatory decision. (The latter objective is particularly important for secondary applications of existing models).

In the case of WG7, the peer review is accomplished through discussions at the meetings and by encouraging the modellers to publish results in top peer reviewed journals.
**14.2.2.1. Corroboration, sensitivity analysis and uncertainty analysis**

The question “How closely does the model approximate the real system of interest?” is unlikely to have a simple answer. In general, answering this question is not simply a matter of comparing model results and empirical data.

Three approaches are used to understand the uncertainties underlying the model:

- **Model corroboration**, which includes all quantitative and qualitative methods for evaluating the degree to which a model corresponds to reality;
- **Sensitivity analysis**, which involves studying how a change in model input values or assumptions affects its output or response;
- **Uncertainty analysis**, which investigates how a model might be affected by the lack of knowledge about a certain population or the real value of model parameters.

Model corroboration includes all quantitative and qualitative methods for evaluating the degree to which a model corresponds to reality [167]. Quantitative model corroboration uses statistics to estimate how closely the model results match measurements made in the real system. Qualitative corroboration activities may include expert elicitation to obtain beliefs about a system’s behaviour in a data-poor situation. Formal corroboration may involve formulation of hypothesis tests for model acceptance, tests on datasets independent of the calibration dataset, and quantitative testing criteria. Robustness is the capacity of a model to perform equally well across the full range of environmental conditions for which it was designed. Quantitative model corroboration methods are recommended for choosing among multiple models that are available for the same application.

Sensitivity analysis is recommended as the principal evaluation tool for characterizing the most and least important sources of uncertainty in environmental models.

Uncertainty analysis investigates the lack of knowledge about a certain population or the real value of model parameters. Uncertainty can sometimes be reduced through further study and by collecting additional data. EPA guidance [167] distinguishes uncertainty analysis from methods used to account for variability in input data and model parameters.

Although sensitivity and uncertainty analyses are closely related, sensitivity is algorithm-specific with respect to model “variables” and uncertainty is parameter-specific. Sensitivity analysis assesses the “sensitivity” of the model to specific parameters and uncertainty analysis assesses the “uncertainty” associated with parameter values. Both types of analyses are needed to understand the degree of confidence a user can place in the model results.

The National Research Council (NRC) Committee [404] pointed out that uncertainty analysis for regulatory environmental modelling involves communicating the uncertainties to policy makers, i.e. "Effective uncertainty communication requires a high level of interaction with the relevant decision makers to ensure that they have the necessary information about the nature and sources of uncertainty and their consequences. Thus, performing uncertainty analysis for environmental regulatory activities requires extensive discussion between analysts and decision makers” [404].
14.3. SOURCES OF UNCERTAINTY

14.3.1. Types of uncertainty

Uncertainties are inherent in all aspects of the modelling processes. Identifying those uncertainties that significantly influence predictions (either qualitatively or quantitatively) and communicating their importance is the key to successfully integrating information from models into the decision making process. For organizational simplicity [167], uncertainties that affect model quality are categorized as:

---

- **Model framework uncertainty**, which results from incomplete knowledge about factors that control the behaviour of the system being modelled, limitations in spatial or temporal resolution, and simplifications of the system.

- **Model input uncertainty**, which result from data measurement errors, inconsistencies between measured values and those used by the model (e.g. in their degree of aggregation/averaging), and parameter value uncertainty.

- **Model niche uncertainty**, which results from the use of a model outside the system for which it was originally developed and/or from developing a larger model by combining several existing models with different spatial or temporal scales.

The sources of uncertainty in predictions from models can be grouped into broad categories [395] as illustrated in Figure 68 and outlined here:

---

- **Measurement uncertainty** is the uncertainty (e.g. lack of precision, inaccuracy, sampling and analysis errors) in the field or laboratory data on which models are based. In addition human errors (e.g. incorrect or misapplied measuring techniques and systematic errors such as measurements taken on disturbed samples, because in situ measurements are impossible) contribute to measurement uncertainty. For WG7, a good example is the measurement of OBT which is potentially highly uncertain. The OBT definition is restricted to biogenic carbon-bound and buried tritium formed in living systems through natural environmental or biological processes from HTO (or HT via HTO). There is no internationally accepted measurement procedure for the extraction of exchangeable organic tritium. Moreover, the many chemical forms of OBT with their different temperature dependencies affect the combustion technique and increase the uncertainty of the measurement.

- **Parameter value uncertainty** is caused by not knowing the most appropriate values to select for the various parameters of a model. Data may not have been collected, or it may be too expensive and/or resource intensive to measure needed data. Different data sets may have conflicting values. Parameter value uncertainty can also arise when the parameters of a model are not closely related to measurable quantities; this can make the interpretation of available data difficult. Data used to derive a parameter may not represent the parameter due to scale and geometric effects. An example in WG7 is the exchange rate between air and leaf water. This lumped parameter has a large range of experimental values because many processes are involved (see Section 6).
Conceptual modelling uncertainty encompasses how well with the model coherently represents the various processes using available data. When a choice might exist between models, general considerations of simplicity, adequacy and underlying physical principles will govern the selection of an appropriate model. Model structural error is often overlooked when performing uncertainty analysis because the implicit assumption is that the model is a good 'fit' to the environment that it purports to represent. Many environmental models perform badly when compared with observations [407]. The conceptual model should be as complete and as appropriate to the scenario as possible, based on the information and data available, as well as on previous experience with similar types of problems. The formulation of the conceptual model can lead to uncertainty in a number of ways [408]:

- not all relevant pathways and processes may be included in the model;
- the model may contain some pathways or processes that are not relevant;
- the state of the system may be poorly known so that the spatial variability and the future evolution of the system are likely to be poorly understood.
The Korean model [405] provides an example of conceptual uncertainty. The transfer of tritium between the OBT and HTO compartments of the plant body are modelled by two different pathways, with or without loss of OBT.

*Computational (mathematical) uncertainty* arises from the representation of the selected model in computational terms. It includes the use of simplifying assumptions (because of an incomplete knowledge of the processes associated with the phenomena to be modelled), the inability to express many of the processes in exact mathematical terms, discretization (for spatial and temporal scales), and numerical methods of solution. For tritium, the spatial discretization in soil is of concern, due to the large gradient in the soil water pressure head and hydraulic conductivity near the surface. For accidental releases, temporal discretization must consider a small time step (10 minutes to half an hour) during the first few days post-accident to cope with changing meteorological conditions. Model structural error is ubiquitous and difficult to assess. Even if the conceptual model reflects reality, it may be poorly represented in computational terms and subject to structural error. The uncertainty in the models should be consistent with the effective observational error.

*Scenario uncertainties* are those which cannot be adequately depicted in terms of chance or probability, but which can only be specified in terms of (a range of) possible outcomes. In dose assessment, this source of uncertainty includes the need to make assumptions about the habits of animals in the food chain and human behaviour. For WG7, the most relevant example is the variability of meteorological conditions and consequent influence on tritium transfer in crops. For an accidental release, actual meteorological data are available for use in calculations. For the prediction of consequences, predicted weather conditions must be used for at least the next 2–3 days based on the local forecast. Even the most advanced weather forecasts provide the probable weather with quite large uncertainty.

*Subjective uncertainty* arises from the reliance of the assessment team on expert (user) judgement at many stages of the assessment. This uncertainty can be due to a variety of reasons, such as lack of knowledge about current and future conditions, choice of conceptual model, and assumptions about data/parameter values (and distributions). The effect of subjective uncertainty is illustrated by the user interpretation exercise in BIOMOVS II [409]. In this exercise, the same three scenarios and the same computer codes were provided to participants. For any set of calculations, the variation in the best estimates was larger than an order of magnitude, and most calculations showed an order of magnitude difference between best estimates and actual measured values. In this exercise, the choice of parameter values contributed the most to the user-induced variability, followed by scenario interpretation, and, to a lesser extent, to user error. The contribution due to code implementation was low [409].

*Ignorance*: “Although not a manageable category of uncertainty, the recognition of ignorance allows for the fact that "we don't know what we don't know” and that there are inherent limitations to the reduction of uncertainty” [395]. In other terms we have:

- Type III modelling error: processes are neglected because of ignorance of how the system works [410].

Tritium enters the life cycle, many aspects of which are not very well understood. For example, at this moment, there is no quantitative explanation of OBT formation in crops at night. In general, tritium models suffer from subjective ignorance due to incomplete documentation and insufficient use of information from other disciplines.
14.4. TECHNIQUES TO MANAGE UNCERTAINTIES

Because it is difficult to quantify uncertainty, in most cases the quantification of uncertainty is in itself uncertain. Uncertainty is, in part, socially constructed and its assessment includes subjective judgements. Thus, the management of uncertainty is not just a technical exercise [395]. Those carrying out such uncertainty assessments should consider a number of issues before starting:

— Who will be the recipient of the assessment?
— What decisions will be made based on the assessment? Will inclusion of uncertainty and variability improve those decisions?
— Will incorporation of uncertainty and variability improve the assessment?
— What are the major sources of uncertainty and variability? How will these be kept separate in the analysis?
— What are the time and resource implications of including uncertainty and variability? Is this effort justified?
— Are the necessary skills and experience available to assess the uncertainty?
— What methods of incorporating uncertainty and variability are to be used? Have the strengths and weaknesses of those methods and other potential methods been evaluated and compared?
— How will the results be communicated to the public and decision-makers?

To build confidence in an assessment and to assist the decision-making process, it is important that uncertainties are identified and managed appropriately. Indeed, the International Commission on Radiological Protection (ICRP) recommends that “uncertainty analysis should be an integral part of the dose or risk calculation process and that whenever possible, reported results should include ranges of possible values rather than a single point value” [411]. The ICRP goes on to note that the uncertainty analysis should fit the purpose of the assessment [411].

It is impossible to guarantee with any absolute certainty that the “correct” decision has been made. However, the probability of making an appropriate decision can be improved by identifying and managing the uncertainties.

The management of uncertainties has four main components [412]:

— Awareness: Uncertainties cannot be managed if they are not known about. A safety assessment should identify all major potential sources of uncertainty.
— Importance: Some uncertainties have significant effects on the safety case, whilst many others are unimportant. Before attempting to reduce uncertainties it is first necessary to determine whether the uncertainty has a significant effect on the overall outcome of the safety assessment. This can be accomplished using sensitivity analysis.
— Reduction: Having ascertained the importance of particular uncertainties, measures can then be undertaken to reduce them.
— Quantification: The effect of uncertainties on the final safety assessment needs to be quantified using uncertainty analysis. Some uncertainties are more difficult to quantify than others, but an attempt should be made to quantify the most important ones.
The relative importance of sources of uncertainty can vary from assessment to assessment and can be up to four orders of magnitude. It was found that:

— Uncertainty associated with predictions for a long term assessment of a waste repository can typically range between three and five orders of magnitude. For an accidental atmospheric tritium release, unknown weather conditions can contribute less than an order of magnitude uncertainty, but more research is needed.

— Uncertainty associated with conceptual, mathematical and computer models is generally less than two orders of magnitude [4];

— Uncertainty associated with the data/parameters sometimes exceeds an order of magnitude, but more research for tritium accidents is needed.

### 14.4.1. Management of scenario uncertainty

Scenarios are descriptions of alternative, but internally consistent, future changes and conditions. Future uncertainty is handled directly by describing alternative futures and allowing quantitative analysis and qualitative judgement. Scenarios do not predict the future; rather, the aim of a scenario is to identify salient changes, based on analysis of trends, within which variants are explored, to investigate the importance of particular sources of uncertainty. The emphasis is therefore on providing meaningful illustrations of future conditions to assist in the decision-making process [413]. For the treatment of scenario uncertainties, there is a need for a consistent approach for identifying the relevant assumptions and hypotheses. The IAEA’s BIOMASS programme has recommended the use of a well defined methodology for “Reference Biospheres” (and associated exposed humans) for estimating radiation doses arising from long-term releases of radionuclides to the environment [414]. The main steps in the methodology can be applied to the purposes of WG7:

— Development and confirmation of the assessment context;
— Biosphere system identification and justification;
— Biosphere system description;
— Identification of representative exposed population groups, including hypothetical critical groups;
— Conceptual and mathematical model development for radionuclide migration and accumulation, and consequent radiation exposures;
— Calculation of assessment end-points (e.g. doses) and confirmation, normally by iteration of some or all of the above steps, of the characteristics of the hypothetical critical groups.

In WG7, hypothetical scenarios, coupled with site specific information and various sequences of meteorological data, are used for accident preparedness. The “Hypothetical Releases” [4] scenario, in which the transfer of tritium at the receptor was well defined but the meteorological conditions following an accidental release were not, was an interesting exercise. For licensing purposes, the scenario must represent the worst case, and the model must be run using a large selection of multi-year meteorological data. Because nuclear reactors may work for 40–60 years, studies must also include the influence of climate change as a source of uncertainty in the scenario.
14.4.2. Management of model uncertainty

Conceptual model uncertainty can be reduced through additional modelling studies and data collection which allow better defined conceptual models to be developed. Tools, such as Interaction Matrices and Process Influence Diagrams, provide a graphical representation of the conceptual model and its associated processes.

Certain measures can be taken to facilitate the assessment of conceptual model uncertainty. If models are described explicitly, including lists of assumptions, then a comparison may provide at least a qualitative understanding as to why various results differ and what the critical decisions are. Conceptual model uncertainty can be treated through a bias audit of all conceptual decisions. All alternative decisions can be considered, employed, or ruled out (for whatever reason), and estimates can be made of potential shifts, or biases, in the results that result from the adoption of these alternatives. The main objective of this audit is to review the modelling assumptions and provide a quantitative estimate of how well the results represent the assumptions. For each decision, there are at least two issues to be considered:

— How correct are the assumptions that are being made?
— How much impact would these have on the assessment results if they were shown/found to be incorrect?

The task to answer to these questions should lie with experts or expert groups. Because the information elicited from experts will be subjective, each expert should be asked to formulate his/her decision explicitly and include how confident s/he is in the decision.

Mathematical and computer model uncertainties, as well as conceptual model uncertainty, can be addressed through model verification, calibration and validation. Verification is achieved by solving test problems designed to show that the equations in the mathematical model are solved satisfactorily [415]. Calibration is performed by comparing model predictions with site-specific field observations and experimental measurements [415] (i.e. a set of site specific input data is used to compare model calculations and observations at a particular site).

Mathematical and computer model uncertainty can also be examined by, where possible, using a range of models and codes. For example, in the model complexity exercise in BIOMOVS II, a range of models of differing complexity calculated predictions for the same scenario [416]. For tritium, a model inter-comparison and blind test was carried out in BIOMOVS [267]. A detailed analysis of the conceptual models and parameters revealed a list of needed improvements, many of which still should be addressed. Other works with blind tests and model inter-comparisons have been done in the framework of the EMRAS I programme [4].

14.5. MANAGEMENT OF DATA/PARAMETER UNCERTAINTY

Uncertainty in the quality and accuracy of data and parameters can often be considerably reduced in radiological assessments, by collecting further field data and applying suitable quality assurance procedures during the collection and manipulation of the data. However, it is impossible to completely eliminate data and parameter uncertainty from safety assessments, especially when site characteristics can change over the timescales of the assessment so that the parameter values may no longer be appropriate.
Five approaches can be used to handle data/parameter uncertainty (these approaches can also be used to address scenario and model uncertainties) [412].

---

**Conservative/worse case:** In the conservative approach, an attempt is made to choose parameter values that will result in an overestimation of the impact of tritium transfer. There is a danger that if conservative values are assigned to all parameters, the resulting overestimated prediction will become worthless and misleading. Also, in certain cases it becomes difficult to define and prove the worst (i.e. most conservative) value. Furthermore, it is not always obvious what is conservative for a particular combination of parameters, exposure pathways and radionuclides.

However, there can be times when the conservative approach can be useful. For example, in some cases it might be simpler and more pragmatic to take a conservative approach for certain aspects of the transfer than to model them in detail.

---

**Best estimate and what if:** In the best estimate approach, a central (“the best estimate”) set of parameter values is used. It is often unclear how these values have been chosen because there can be a tendency to err on the side of conservatism when choosing them. This, obviously, is inconsistent with the normal meaning of “best estimate”. This kind of confusion can lead to serious problems when the results are explained. Furthermore, uncertainty/variability in parameter values is ignored.

---

**Sensitivity analysis:** This allows the effect of perturbations in the values of input parameters to be investigated. Such perturbations could arise from data/parameter uncertainties but also from scenario and model uncertainties. The overall robustness of the transfer system to change in its parameter values (and changes in scenarios and models) can be assessed. This in turn encourages improvements to those aspects of the assessment that have the largest impact on model output. However, it must be recognised that different models may be sensitive to different parameters, depending upon the structure of the model.

The role of sensitivity analysis is very important [415]. Initially, the impact on the output of a single parameter or a few combinations of a few parameters should be considered. Different methods for varying parameter values can be used for this task, but the analysis should be structured carefully to ensure that the combinations that are chosen by the computer code are not physically unrealistic. In addition, the output from the exercise should be structured to preserve the information that determines the sensitive combinations and identifies the sensitive parameters.

---

**Probabilistic:** With this approach, all uncertain and variable parameters are described by probability density functions (PDFs) that characterise their uncertainties and variability [415]. A rigorous mathematical approach based on the Monte Carlo method with random sampling techniques (such as Simple Random Sampling and Latin Hypercube Sampling [417]) is then used to analyse the parameter uncertainty and variability and generate PDFs for the results. Similarly, scenarios and conceptual models can be described by PDFs.

Difficulties with the probabilistic approach include:

---

**Requiring more computational effort and more man-hours to prepare the input and interpret the output than a deterministic approach;**
Being less understood by non-technical audiences than a deterministic approach;
— Needing to recognise correlations between parameters so that physically unrealistic
combinations of parameter values cannot occur; and
— Needing to justify the chosen probability distributions for each sampled parameter.

More fundamentally, the use of probability theory may be inappropriate for the types of
uncertainty that are to be addressed. Often it is the experts rather than the parameter values
that are uncertain. Thus, the uncertainties are largely subjective and not well characterised by
probabilities. Such problems are compounded by the fact that regulatory targets are usually
expressed as deterministic rather than probabilistic numbers.

For tritium, a parameter uncertainty analysis was done for one scenario and one model,
UFOTRI [418]. One finding was that correlations between some model parameters must be
explicitly considered. Ranking each parameter’s contribution to overall uncertainty revealed
the important parameters. The scenario described a 1 hour release of atmospheric tritium in
prescribed meteorological conditions. When the UFOTRI code was run with more variable
meteorology, the ranking of the key parameters changed [68]. More examples can be found in
the previous Tritium and Carbon WG [4] for dynamic scenarios. No definitive conclusions
can be drawn regarding the uncertainties in the model predictions. However, rough estimates
can be obtained from an overall assessment of the scatter in the predictions and the
differences between predictions and observations. These suggest that the 95% confidence
intervals on HTO and $^{14}$C concentrations were about a factor of 10 shortly after the release.
These intervals stayed roughly constant over time for the Mussel scenario [339], Pig scenario
[273] and Potato scenario [419], but increased to a factor of 100 or higher later in time in the
Soybean scenario [7] and at longer distances from the source in the Hypothetical scenario [4].
The confidence intervals were generally smaller for OBT than for HTO, reflecting the fact
that, for the dynamic scenarios, HTO concentrations vary rapidly over time whereas OBT
concentrations are integrated.

— Possibilistic/Fuzzy: This approach uses fuzzy set theory and is suitable for the treatment
of non-stochastic (subjective) uncertainties. Possibility distributions (membership
functions) for each parameter are combined to give a possibility distribution for a
calculated result. The combination rules for possibilities are different from those for
probabilities – minima and maxima are used in place of products and sums. Apart from
these differences, the fuzzy approach can be undertaken in a similar manner to the
probabilistic approach.

Uncertainties associated with scenarios, models and parameters were defined in terms of
fuzzy membership functions derived through a series of interviews with experts, while
variability was formulated through the use of PDFs based on available data sets. The exercise
demonstrated the applicability of the approach and, in particular, its advantage in quantifying
uncertainties based on expert opinion and in providing information on the dependence of
assessment results on the level of conservatism.

14.6. MANAGEMENT OF SUBJECTIVE UNCERTAINTY

Subjective uncertainties can be managed in three main ways: (a) first, through the use of
fuzzy set theory; (b) second, as suggested in BIOMOVS II [420], through the assessment of
the same problem by two or more independent teams. (This approach has been used in a
number of assessments of near surface disposal facilities, but unfortunately, up to now, none
have been published); and (c) third, through a systematic and transparent approach to the assessment. These methods should allow all subjective judgements to be documented, justified and quantified (as far as possible). A key requirement is model documentation.

User’s Manual: The user's manual can often borrow heavily from the software requirements document which specifies all the software functions. The scope of the user’s manual should take into account such issues as the level and sophistication of the intended user and the complexity of the interface. Online help can also serve this function if such help is provided by the code developers.

14.7. CONCLUSIONS

Once the scenarios and associated conceptual and mathematical models have been developed and implemented in computer codes and the associated data collated, two types of calculations can be undertaken to assess the impacts of tritium releases: deterministic and probabilistic. At the completion of the calculations, the results need to be collated and analysed. The results should be compared with calculation end-points that were identified when the assessment context was developed. When the results are analysed, it is important to recognise that there are a number of sources of associated uncertainty that must not be ignored (scenario, model, data/parameter, and subjective uncertainties). Because of this, the results should not be seen as absolute values, and any comparison with regulatory criteria and any subsequent decisions should be undertaken with this firmly in mind.

Different techniques are needed to manage different types of uncertainty. The uncertainty management process should provide a variety of useful insights including:

— An appreciation of the overall degree of variability and uncertainty and the confidence that can be placed in the analysis and its findings;
— An understanding of the key sources of variability and uncertainty and their impacts on the assessment;
— An understanding of the key assumptions and their impact on the assessment;
— An understanding of the unimportant assumptions and why they are unimportant;
— An understanding of the extent to which plausible alternative assumptions or models could affect any conclusions.

Once the results (and associated uncertainties) have been analysed, there is a need to determine the adequacy of the safety assessment. This should be based on reasonable assurance rather than on an absolute demonstration of compliance. If the assessment is found to be inadequate, further iteration of the entire process or parts of the process can be undertaken to improve its adequacy.

In conclusion, certain minimum standards are needed when reporting on model development and performance and to advance knowledge:

— Clear statement of the objectives of the model and who will be the end users of the model;
— Documentation of the nature (identity, provenance, quantity and quality) of the data used to drive, analyze and test the model;
— A strong rationale for the choice of model families and features (encompassing alternatives);
— Justification of the methods and criteria employed in calibration;
— A thorough analysis and testing of model performance given the resources and the demands of the application;
— A statement of model utility, assumptions, accuracy, limitations, and the need and potential for improvement.

When a complete report that meets the criteria listed above has been prepared, it should support informed criticism.
15. STATUS AND PERSPECTIVES OF ACCIDENTAL TRITIUM MODELLING

Although we know much about water behaviour in the environment, the sound prediction of tritium concentrations in environmental media after an accident must account for complex interactions between a number of factors that are subject to hourly, daily and annual fluctuations. Due to large uncertainties in the environmental conditions at the time of the accidental release, predictions are unavoidably associated with considerable uncertainty. At the beginning of EMRAS II WG7 activities, the goals for investigating the problems that must be solved to reliably model tritium transfer in the food chain following accidental releases to the atmosphere or to the aquatic environment were defined, as follows:

— To identify the main contributors to uncertainty;
— To identify the times of the year that will result in the highest exposures to tritium after an accidental release;
— To identify the important and sensitive parameters, bearing in mind hourly, daily and annual variations in parameters/processes;
— To explore how practical it is to determine those parameters and their values;
— To assess the achievable reliability of tritium modelling in practice under accidental field conditions;
— To clarify which phases of a tritium accident can be best handled by a model.

The present TECDOC only partially accomplishes these goals because of limited time and budget and the complexity of the task. For tritium washout, updated information is presented, providing all the necessary input to model an actual event. For aquatic food chain modelling, the WG7 report offers basic information and advice to solve a site specific task. For terrestrial modelling, much work is still needed before a final robust conceptual and operational model can be made available. Depending on interest and resources, the final goal can be attained in the next few years within the framework of MODARIA programme. Below, we summarize the plans in each participating institution.

IRSN (France) initially itemized the ongoing problems with sampling and measurement; evolution of the chemical form of tritium in the atmosphere, vegetation, soil and groundwater; quantification of dry and wet deposition; and quantification of organically bound tritium (OBT). The present TECDOC partially addresses these areas. The upgrades to the TOCATTA model [306] will include a finer time step than 1 day and will take into account plant physiology and local meteorology. The upgraded model still needs to be adapted to take account of large variations in radionuclide releases and weather fluctuations. An hourly time-step is required to simulate photosynthesis, including carbon-14 and tritium cycling, and simulation of water exchange. To evaluate the concentrations of $^{14}$C and $^3$H (HTO, OBT) in the different compartments of rural ecosystems, from the atmosphere to the groundwater via grassland, pasture –cow-milk pathway will be studied in the near future (Table 61).

<table>
<thead>
<tr>
<th>TABLE 61. TIME SCHEDULE FOR TOCATTA UPGRADES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upgrade</td>
</tr>
<tr>
<td>Measurements in air, rain water, grass, soil, soil unsaturated zone and ground water</td>
</tr>
<tr>
<td>Measurements in cow milk</td>
</tr>
<tr>
<td>Model-mesures comparison</td>
</tr>
<tr>
<td>Model adjustment and publications</td>
</tr>
</tbody>
</table>
For many years, AECL (Canada) has used the ETMOD model [91], which has been tested on many occasions. Some weak points include:

1. Predictions of plant tritium in ETMOD deviate from observations after ~72 hours post-accident; soil modelling in ETMOD needs to be updated.
2. Plant OBT translocation is not modelled. The model of OBT formation is needs to be improved.
3. Animal OBT is not modelled.

ETMOD will be merged with the CLASS (Canadian Land Surface scheme) + CTEM (Canadian Terrestrial Ecosystem Model) models. The CLASS model provides the carbon framework and soil water dynamics, while CTEM provides for carbon translocation. AECL needs to validate soil HTO processes and OBT formation. ETMOD can incorporate the validated animal module developed by IFIN-HH [312].

Because there are no Certified Reference Materials (CRMs) and no Standard OBT Procedures, AECL and CEA initiated a collaboration to improve OBT measurement. A 3 day workshop will be held in France (May 2012) on environmental tritium monitoring, OBT in environmental samples and plans for three inter-comparison exercises (2012–2015).

At JAEA (Japan), the development of the complex SOLVEG-H3 (C-14) model is continuing. The model has been used to study precipitation effects on OBT formation [421]. It was concluded that night-time wet deposition of HTO markedly increases OBT formation if the HTO concentration in rain exceeds the equilibrium concentration of the air HTO near the ground. HT deposition and conversion to HTO in soil was also studied [422], and the importance of root depth and root uptake was demonstrated. At this moment there are no plans for upgrades to the SOLVEG tritium model, but the model will be applied to soil organic carbon studies (in support of climate change studies).

At IFIN-HH (Romania), a project dedicated to tritium dynamics in agricultural crops has financing until the autumn of 2014. It will include:

— New approach for HTO uptake by crops from air and subsequent conversion to OBT (during daytime and night time);
— Analysis of the processes involved in root uptake of HTO;
— Completion of a multi-compartmental model for the late phase of a hypothetical tritium accident
— Analysis of the diurnal and seasonal patterns of the model predictions using the local meteorological data base;
— Sensitivity and uncertainty analysis, with an attempt to reduce the model complexity without reducing the predictive power (economic approach);
— New approaches for atmospheric dispersion and tritium washout, other than the Gaussian model;
— Human and non-human dose assessment for a hypothetical tritium accident.
APPENDIX I. INPUT DATA FOR MODELS OF FARM ANIMALS

TABLE 62. FRACTIONS OF HYDROGEN AND CARBON IN THE BASIC CONSTITUENTS OF FOOD [300, 423]

<table>
<thead>
<tr>
<th>Food constituent</th>
<th>Free H</th>
<th>Organically bound H</th>
<th>Total organic H</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>0.11</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Carbohydrate</td>
<td>0.02</td>
<td>0.044</td>
<td>0.064</td>
<td>0.44</td>
</tr>
<tr>
<td>Protein</td>
<td>0.017</td>
<td>0.051</td>
<td>0.068</td>
<td>0.52</td>
</tr>
<tr>
<td>Lipids</td>
<td>0.003</td>
<td>0.117</td>
<td>0.12</td>
<td>0.77</td>
</tr>
</tbody>
</table>

TABLE 63. CARBON AND BOUND HYDROGEN (EXCHANGEABLE AND NON-EXCHANGEABLE) CONTENT OF ANIMAL FOODSTUFFS

<table>
<thead>
<tr>
<th>Food class</th>
<th>C content (kg C kg dm⁻¹)</th>
<th>CV</th>
<th>Organic H content (kg H kg⁻¹ dm)</th>
<th>CV</th>
<th>NE organic H content (kg H kg⁻¹ dm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grasses</td>
<td>0.418</td>
<td>0.03</td>
<td>0.06</td>
<td>0.03</td>
<td>0.043</td>
</tr>
<tr>
<td>Hay</td>
<td>0.424</td>
<td>0.012</td>
<td>0.061</td>
<td>0.02</td>
<td>0.043</td>
</tr>
<tr>
<td>Silage</td>
<td>0.403</td>
<td>0.09</td>
<td>0.058</td>
<td>0.07</td>
<td>0.041</td>
</tr>
<tr>
<td>Roots</td>
<td>0.414</td>
<td>0.05</td>
<td>0.059</td>
<td>0.04</td>
<td>0.041</td>
</tr>
<tr>
<td>Concentrates</td>
<td>0.457</td>
<td>0.06</td>
<td>0.066</td>
<td>0.05</td>
<td>0.045</td>
</tr>
<tr>
<td>“Table scraps”</td>
<td>0.45</td>
<td>0.02</td>
<td>0.063</td>
<td>0.02</td>
<td>0.043</td>
</tr>
</tbody>
</table>

TABLE 64. TYPICAL HYDROGEN AND CARBON CONTENTS OF ANIMAL PRODUCTS (kg H or kg C per kg fw) [424]

<table>
<thead>
<tr>
<th>Animal product</th>
<th>Free H</th>
<th>Organically bound H</th>
<th>Total organic H</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Milk</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cow</td>
<td>0.096</td>
<td>0.008</td>
<td>0.010</td>
<td>0.067</td>
</tr>
<tr>
<td>Sheep</td>
<td>0.090</td>
<td>0.014</td>
<td>0.016</td>
<td>0.107</td>
</tr>
<tr>
<td>Goat</td>
<td>0.095</td>
<td>0.009</td>
<td>0.010</td>
<td>0.070</td>
</tr>
<tr>
<td>Meat</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beef</td>
<td>0.077</td>
<td>0.022</td>
<td>0.025</td>
<td>0.178</td>
</tr>
<tr>
<td>Veal</td>
<td>0.077</td>
<td>0.021</td>
<td>0.024</td>
<td>0.173</td>
</tr>
<tr>
<td>Mutton</td>
<td>0.074</td>
<td>0.026</td>
<td>0.029</td>
<td>0.203</td>
</tr>
<tr>
<td>Lamb</td>
<td>0.077</td>
<td>0.021</td>
<td>0.025</td>
<td>0.176</td>
</tr>
<tr>
<td>Goat</td>
<td>0.077</td>
<td>0.021</td>
<td>0.024</td>
<td>0.172</td>
</tr>
<tr>
<td>Pork</td>
<td>0.066</td>
<td>0.034</td>
<td>0.038</td>
<td>0.258</td>
</tr>
<tr>
<td>Hen</td>
<td>0.077</td>
<td>0.022</td>
<td>0.025</td>
<td>0.178</td>
</tr>
<tr>
<td>Chicken</td>
<td>0.080</td>
<td>0.019</td>
<td>0.022</td>
<td>0.155</td>
</tr>
<tr>
<td>Egg</td>
<td>0.074</td>
<td>0.018</td>
<td>0.021</td>
<td>0.142</td>
</tr>
</tbody>
</table>

TABLE 65. RUMINANT FEED PARAMETERS AND VALUES

<table>
<thead>
<tr>
<th>Feed</th>
<th>dm¹</th>
<th>Dˢ⁻²</th>
<th>MED³ (kJ kg⁻¹ fw)</th>
<th>MED³ (kJ kg⁻¹ dm)</th>
<th>q⁴</th>
<th>Kᵐ⁵</th>
<th>Kˡ⁶</th>
<th>Kᵍ⁷</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hay</td>
<td>0.86</td>
<td>0.592</td>
<td>7160</td>
<td>8326</td>
<td>0.45</td>
<td>0.66</td>
<td>0.577</td>
<td>0.357</td>
</tr>
<tr>
<td>Concentrates</td>
<td>0.88</td>
<td>0.815</td>
<td>10690</td>
<td>12148</td>
<td>0.64</td>
<td>0.74</td>
<td>0.657</td>
<td>0.528</td>
</tr>
<tr>
<td>Grain</td>
<td>0.88</td>
<td>0.87</td>
<td>11528</td>
<td>13100</td>
<td>0.715</td>
<td>0.75</td>
<td>0.667</td>
<td>0.564</td>
</tr>
<tr>
<td>Straw</td>
<td>0.88</td>
<td>0.84</td>
<td>1147</td>
<td>1303</td>
<td>0.302</td>
<td>0.6</td>
<td>0.525</td>
<td>0.241</td>
</tr>
<tr>
<td>Pasture</td>
<td>0.215</td>
<td>0.72</td>
<td>2181</td>
<td>10144</td>
<td>0.56</td>
<td>0.7</td>
<td>0.617</td>
<td>0.443</td>
</tr>
<tr>
<td>Upland pasture</td>
<td>0.376</td>
<td>0.51</td>
<td>2201</td>
<td>5851</td>
<td>0.344</td>
<td>0.65</td>
<td>0.5404</td>
<td>0.27432</td>
</tr>
</tbody>
</table>

¹ Dry matter; ² Organic matter digestibility; ³ Metabolisable energy density; ⁴ Metabolisability; ⁵ Efficiency for maintenance; ⁶ Efficiency for lactation; ⁷ Efficiency for growth.
APPENDIX II. TRITIUM DYNAMICS IN AN AQUATIC ENVIRONMENT FOR TROPICAL ENVIRONMENTS

II.1. OVERVIEW

In this appendix, an assessment of tritium accidents in an aquatic tropical environment that was requested by Working Group 7 (WG7) of the Project on Environmental Modeling for Radiation Safety (EMRAS II) is presented. Results were generated using computational models that run mathematical equations of environmental hydrodynamics and contaminant transport. Maps and graphics are shown below that enhance the main points discussed in the text.

The work describes the hydrodynamic circulation and transport of tritium (HTO) in the Ilha Grande Bay, where the operational Nuclear Power Plants of Brazil are situated. The objectives of the modeling approach were to:

— Describe the hydrodynamic circulation in the two horizontal directions with vertical averaging (2DH), considering different tide patterns on the model domain.

— Discuss aquatic processes that must be considered to assess the radiological consequences of tritium accidents in conjunction with aquatic environmental characteristics such as forcing features and climate.

— Assess the dispersion of the HTO plume in Ilha Grande Bay from an accidental release (LOCA) of 50% of the liquid tritium inventory from a hypothetical CANDU 6 reactor (see accident description in Section II.4.4).

II.2. STUDY AREA AND MODELLING SYSTEM

Figure 69 shows a map with the mesh discretization, composed of 1163 finite elements and 5403 knots, and the bathymetry of the modeled domain. The Ilha Grande Bay supplies water to nuclear plants from Itaorna beach; afterward the liquid wastes are discharged in another part of the bay (Piraquara de Fora). The modeled domain has a terrestrial outline and two external boundaries, called open boundary 1 and 2, placed respectively to the west and east of the bay.

The Database System for Environmental Hydrodynamics (SisBAHIA®) is a computational model applied to hydrodynamical circulation and advection-diffusion contaminant transport in natural water bodies under different meteorological, fluvial, lacustrine or oceanographic conditions that has been continuously developed by the Program on Coastal and Oceanographic Engineering of the Federal University of Rio de Janeiro since 1987. It runs using the FORTRAN programming language.
II.2.1. Model formulation, uncertainty and reliability

The mathematical models that represent hydrodynamics and contaminant transport in water bodies are generally based on conceptual laws or principles expressed by differential equations. Numerical or Numerical-Analytical models translate mathematical equations into computational language (e.g. finite difference, finite element or probabilistic models) and have high predictive power with little loss of information. The uncertainty can be largely reduced by calibration and model validation. For these reasons, a tritium assessment should consider using hydrodynamic process-oriented numerical models instead of box-model hydrological models (with high uncertainties).

The main attributes of hydrodynamic models are:

--- The FIST (filtered in space and time) hydrodynamic turbulence model is based on Large Eddy Simulation (LES) to simulate vortices;
--- The model computes flow velocities either in three-dimensions (3D) or in two horizontal dimensions with vertical averaging (2DH);
--- The spatial discretization is based on 4th order finite elements with two-quadratic squares or quadratic triangles or both;
--- Sigma transformation is used for vertical discretization resulting in a finite element mesh;
Processing time is 50 times faster than real time, i.e. 1 day of circulation is simulated in less than half hour.

The modeling of advection-diffusion contaminant transport can be performed by two different modules of the system according to Computational Fluid Dynamics (CFD) formulations. The Eulerian module works with fixed meshes as references, while the Lagrangean module uses adaptive meshes that accompany the movement of the particles of the pollutant.

The main characteristics of Eulerian Modules are:

— Suits simulating the dispersion of dissolved substances;
— Possible to apply to 2DH or to selected layers of 3D hydrodynamic output;
— Solves scale conflict with adaptive (changing) mesh only around the contaminant
— Processing is 5 to 8 times faster than FIST3D.

The main characteristics of Lagrangean Modules are:

— Suits the scale of contaminant spots that are small in comparison with the domain;
— Useful for practically any kind of kinetic reaction of contaminant decay or production;
— Computes the position of each particle when the contaminant is represented as a cloud with countless particles. Because the particle space position is continuous, scale conflict disappears;
— 1 day of real time takes only 1 minute of simulation because the gain is around 10 to 100 times faster than FIST3D.

With two approaches:

— Deterministic: useful to simulate liquid waste discharge along the coast, mixing in the water, and residence time mapping;
— Probabilistic: computed from N events or during some time interval T that permits, for instance, the evaluation of the probability that a contaminant discharge will create some spots with activity concentrations above the derived limits or other value previously defined.

A detailed description of the SisBAHIA® computational system is available in Portuguese\(^\text{11}\). A technical reference, also in Portuguese, with all the mathematical equations and numerical formulations used by the modeling system, may also be downloaded. In the link “O que é?” (what is it ?) it is possible to find a discussion about the reliability and uncertainties of the model. The SisBAHIA® computational system has been used in a large number of applications and projects that can be seen in the corresponding link (“Aplicações-Projetos”). An English version of the system is underway.

### II.2.2. About the user license of SisBAHIA®

The SisBAHIA® system is freely supplied for non-commercial applications through a technical cooperation contract or term agreement with the University Foundation (COPPETEC). Instructions are available on the page link “Como Obter o SisBAHIA” (how to

\(^{11}\) See [www.sisbahia.coppe.ufrj.br](www.sisbahia.coppe.ufrj.br)
get SisBAHIA). Commercial use of SisBAHIA® can be made through the establishment of working programs provided for in the contract. This working program can include training courses.

The source codes of the post-processing interfaces, as well as the hydrodynamic and transport models, are programmed in FORTRAN and are available through an agreement of technical cooperation with the University.

II.3. MODELLING SCENARIOS

The modeling scenarios used the input data and boundary conditions described in the next section. A hypothetical accidental release of tritium during a LOCA event (without the core melting) in a CANDU6 reactor was proposed as the exercise. In a 1 hour period, half of the tritium inventory of a CANDU6 reactor was to have been released to Ilha Grande Bay at the same location as the planned discharge of the third Brazilian Nuclear Power Plant (under construction). A period of 1 year after the accident was simulated.

All the simulations assumed astronomical tide conditions, including spring and neap tide cycles, with enough time to reach steady-state equilibrium. The tritium transport was simulated in two different hydrodynamic scenarios. In the first, the three NPPs are immediately shut down after the LOCA event, so pumping and discharge of seawater ceases. IN the second, the other two PWR reactors (operating today) keep pumping and discharging water.

When HTO is assumed to behave conservatively, sedimentation and degradation are not of concern. Even radioactive decay is negligible (≤ 10%) for the simulated period. Advection and turbulent diffusion are the only transport mechanisms responsible for HTO aquatic dispersion, which is the main process leading to tritium uptake by organisms in form of OBT.

II.4. INPUT DATA AND BOUNDARY CONDITIONS FOR SIMULATIONS

A brief description of the parameters used in model simulations is discussed below.

II.4.1. Bathymetry

The bathymetry of Ilha Grande Bay was defined through digitizing nautical charts published by the bureau of Hydrography and Navigation (DHN chart numbers 1607, 1633, 1637 and 23100) and adding the value of 0.68 cm to correct for the reduction level used for navigation that, in the present case, corresponds to the Mean Higher Low Water (MHLW). Thus, all depth values correspond to the mean level of the bay. These data were interpolated to generate a bathymetric map (Figure 69) in which a depth value was assigned for each mesh node.
TABLE 66. HARMONIC CONSTANTS SORTED BY SIGNIFICANCE OF AMPLITUDE (ANGRA DOS REIS HARBOR STATION, ILHA GRANDE BAY)

<table>
<thead>
<tr>
<th>Name</th>
<th>Period (s)</th>
<th>Amplitude (m)</th>
<th>Phase (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2</td>
<td>44714.16439359</td>
<td>0.2869</td>
<td>1.3799</td>
</tr>
<tr>
<td>S2</td>
<td>43200.00000000</td>
<td>0.1649</td>
<td>1.4396</td>
</tr>
<tr>
<td>O1</td>
<td>92949.62999305</td>
<td>0.0967</td>
<td>1.4692</td>
</tr>
<tr>
<td>M4</td>
<td>22357.08219679</td>
<td>0.0332</td>
<td>0.5664</td>
</tr>
<tr>
<td>K1</td>
<td>86164.09076147</td>
<td>0.0535</td>
<td>2.4888</td>
</tr>
<tr>
<td>K2</td>
<td>43082.04523752</td>
<td>0.0616</td>
<td>1.2908</td>
</tr>
<tr>
<td>N2</td>
<td>45570.05368141</td>
<td>0.0356</td>
<td>2.1349</td>
</tr>
<tr>
<td>MS4</td>
<td>21972.02140437</td>
<td>0.0165</td>
<td>2.0408</td>
</tr>
<tr>
<td>MN4</td>
<td>22569.02607322</td>
<td>0.0144</td>
<td>6.0327</td>
</tr>
<tr>
<td>Q1</td>
<td>96726.08402232</td>
<td>0.0270</td>
<td>1.0818</td>
</tr>
<tr>
<td>L2</td>
<td>43889.83274041</td>
<td>0.0164</td>
<td>1.6310</td>
</tr>
<tr>
<td>P1</td>
<td>86637.20458000</td>
<td>0.0171</td>
<td>2.2640</td>
</tr>
<tr>
<td>2N2</td>
<td>46459.34813490</td>
<td>0.0098</td>
<td>2.2611</td>
</tr>
<tr>
<td>M3</td>
<td>29809.44292906</td>
<td>0.0121</td>
<td>3.4137</td>
</tr>
<tr>
<td>MU2</td>
<td>46332.00000000</td>
<td>0.0155</td>
<td>1.7054</td>
</tr>
</tbody>
</table>

II.4.2. Astronomical tide

The propagation of tides on the open borders was simulated from the measurements of water levels inside the domain, which also determine the boundary conditions. To simulate circulations in the Ilha Grande Bay, synthetic tides generated from the harmonic constants from Angra dos Reis Harbor were modelled.

Tide heights at the boundaries were calculated in each time step, using the harmonic constants showed in Table 66 from Angra dos Reis. A time interval 30 days that contained spring and neap tide cycles was simulated. Figure 70 shows the tide elevation curves from Angra dos Reis that were used as boundary conditions for the performed simulations.

The positioning of open border 1 is almost perpendicular to the tide front that propagates on the coast mostly from west to east; the tide front is also perpendicular to open border 2, situated in a more sheltered zone. Thus, a phase lag between the two boundaries occurs so that the tide arrives first at border 1 and arrives sometime later at border 2. This difference is estimated to be about 600 s. During outflow, the boundary conditions are prescribed as the tide level oscillation. This was accomplished by using inverse modeling to estimate tide elevations on the borders, which are obtained by applying the harmonic constants from inside the domain (Table 66) and using the same overestimation produced by model results to correct the border values. This was done because there are no tide measurements from outside the domain to use for modeling. On the other hand, during discharge, the boundary condition adopted forced the flow to enter normal (90°) to the border.
II.4.3. River discharge

The watershed of the bay is characterized as an estuarine system where the mountains (Serra do Mar) are in direct contact with the sea and coastal plains are practically nonexistent. The majority of the land is poorly drained, and the rivers generally exhibit low average discharge. They originate at high elevations and fall steeply towards the sea but are only about 15 km long. Larger discharges occur during the summer. The most important river is the Mambucaba with a drainage basin of 592 km² that corresponds to 78% of the watershed area. The average discharge is 27.5 m³ s⁻¹ with high values between January and March, when the maximum discharges reach 157 m³ s⁻¹; smaller values occur between June and October, when the average and minimum discharges are respectively 14 and 10 m³ s⁻¹.

The Mambucaba River was used to dictate the boundary conditions for the terrestrial closed border. The value for all nodes was defined as zero, with exceptions of the Mambucaba River Discharge (see monthly discharges in Figure 71) and two other points (intake and discharge of seawater) that accounted for a total flux of 120 m³s⁻¹ (but only for the second scenario). The estimated discharge input values also accounted for the cross sectional areas of the river, intake point, and discharge point. Also considered was the effect of lateral friction on the closed borders that modifies the friction tension in the bottom; described by a sliding index (between 0 and 1), in the present case, the value was set to 0.7.
II.4.4. Postulated LOCA: HTO source and dispersion

The scenario outlined a hypothetical accidental tritium release into Ilha Grande Bay of 37 PBq of HTO in a volume of 66 m³ of coolant after a LOCA event. The waste was released onto concrete-covered ground around the plant producing a discharge of 0.018 m³ s⁻¹ of liquid wastes to Ilha Grande Bay lasting for 1 hour after the accident (Table 67).

Licensing restrictions limit the concentration of dissolved radioactive material or entrained noble gases released from the site to 1.11 MBq m⁻³. This specification is provided to ensure that the concentration of radioactive materials released in liquid waste effluents from the site will be less than the concentration levels specified in 10 CFR 20 [404]. The release limits are applicable to the assessment and control of dose to the public. They are equivalent to radionuclide concentrations which, if inhaled or ingested continuously over the course of a year, would produce a total effective dose equivalent of 0.05 rem (50 millirem or 0.5 millisieverts).

II.5. HYDRODYNAMIC CIRCULATION

II.5.1. Results of hydrodynamic scenarios

The hydrodynamics of Ilha Grande Bay depend on the action of tides and winds, with rivers being of minor importance because of steep slopes, as mentioned above. The bay is very
shallow with relatively strong tide currents and frequent winds; the circulation pattern is mainly barotropic, i.e. the flow is produced mainly by differences in the position of the free surface, running from high to low waters. In this case, density gradients (baroclinic conditions) are not expected to greatly influence the hydrodynamics.

The inverse modeling used in the work, as explained above, showed no amplification on the order of 20% in the tide of Angra dos Reis Harbor. Thus, it was possible to calibrate the harmonic constants as an open boundary condition to model results according to measured records of tide propagation.

Good agreement (around 10%) was seen between the measured elevation (from Angra dos Reis Harbor) and the model results for the same observation point. The comparison was in better agreement during spring tides (Figure 72) than neap tides (Figure 73); this demonstrates success in reproducing the diurnal and semi-diurnal tide component. These components have the most effect on advective transport and so are important for simulating the aquatic dispersion of tritium.

There is an amplification of the tide wave once it propagates forward in the bay, with a small increase in the mean water level. This feature is a consequence of the reflection suffered by the tide wave as it enters the bay. The reflection is due to the stationary character of the tide in this estuary. The current reversals (or slacks, high-water and low-water) occur soon after the high tide (PM) and low tide (BM), respectively, as shown in Figure 74.

Modeled (2DH) velocity fields and directions of major currents that correspond to instances of flood stocking-tide (FST) and ebb stocking-tide (EST) are shown in Figures 75 and 76 (FST and EST occurrences for a neap tide, respectively) and Figures 77 and 78 (FST and EST instances for a spring tide, respectively).

Looking at the velocity fields, low current velocities dominate over most of Ilha Grande Bay, with average values on the order of 0.05 m s\(^{-1}\) and 0.1 m s\(^{-1}\), respectively, for neap and spring tides. The current velocities simulated by the model are in good agreement with the data measured in the bay.

For both scenarios, the decision was made to work with patterns of average currents for tide cycles in neap and spring conditions. These types of currents make it easier to distinguish the accumulated effect of the recirculation caused by pumping and discharge operations. Figures 79 and 80 show residual current patterns for 1 day of neap and spring tides with diurnal inequalities (about 24.7 hours), respectively, for Scenario 1. Figures 81 and 82 show the same endpoints for Scenario 2, respectively, during neap and Spring tides. The residual currents shown here are eulerian, i.e. average values calculated for the time interval for fixed points.
FIG. 72. Comparison of measured and simulated seawater levels for Spring tide after model calibration with Angra dos Reis Harbor Station.

FIG. 73. Comparison of measured and simulated seawater levels for neap tide after model calibration with Angra dos Reis Harbor Station.

FIG. 74. Vertical (water level) and Horizontal (currents) Tide cycles in Ilha Grande Bay show the stationary behavior of the tide wave: Slacks (the reversal of flood and ebb currents) occur just after the high tide (PM) or low tide (BM).
FIG. 75. Field velocities and current direction for the instance of flood stocking-tide (132 hours of simulation) in neap tide cycle.
FIG. 76. Field velocities and current direction for the instance of ebb stocking-tide (140 hours of simulation) in neap tide cycle.
FIG. 77. Field velocities and current direction for the instance of flood stocking-tide (333 hours of simulation) in spring tide cycle.
FIG. 78: Field velocities and current direction for the instance of ebb stocking-tide (339 hours of simulation) in spring tide cycle.
FIG. 79: Eulerian residual currents for 1 day of neap tide for Scenario 1. This period corresponds to the time interval between 124 and 148 hours of simulation.
FIG. 80. Eulerian residual currents for 1 day of spring tide for Scenario 1. This period corresponds to the time interval between 324 and 348 hours of simulation.
FIG. 81. Eulerian residual currents for 1 day of neap tide for Scenario 2. This period corresponds to the time interval between 124 and 148 hours of simulation.
FIG. 82. Eulerian residual currents for 1 day of spring tide for Scenario 2. This period corresponds to the time interval between 324 and 348 hours of simulation.
The water intake and discharge of 120 m³ s⁻¹ influences the receiving contributions of the Mambucaba River from the west. Looking at the big picture, it is possible to observe that the velocity field at the open border 1 flows to the west during neap tide. In spring tide, a displacement of currents occurs towards the east close to the open border one that changes direction to inside the bay, when approaching the Big Island (Ilha Grande), due to the interaction with currents from Sepetiba Bay to the East. This pattern creates a large area of recirculation in the center-south portion of the estuary.

As expected, the scenario with intake and discharge (Scenario 2) completely changed the residual currents in the impact area. A belt was formed in the velocity field from the outlet of the Mambucaba River, Sandri Island was surrounded, and vortices formed near several beaches until the currents reached Itaorna. In addition, strong vortices formed in the discharge area along the coast. Velocities in the belt and vortices, however, are not particularly high, varying in general from 5 to 20 mm s⁻¹ and only in some particular instances reaching values between 40 to 60 mm s⁻¹.

II.6. HTO TRANSPORT AND RADIOLOGICAL IMPACT

II.6.1. Results of hypothetical accidental tritium release

This sub-section shows the predicted dispersion of tritium in the period between 24 hours and 1 year after an accidental release into Ilha Grande Bay. If the concentration of radioactive material released from the site exceeds the reference levels mentioned in Section II.4.4, action must be taken immediately to bring the concentration to within regulatory limits. In the case of tritium in seawater, the limit is 1.11 MBq m⁻³. At the end of the first day after the hypothetical accident, tritium concentrations of up to 1 GBq m⁻³ were predicted close to Itaorna beach, but the area of the highest concentration was limited in extent.

The dispersion of tritium in the bay was similar for the two scenarios on the whole. The differences were observed between the third and fourteenth day (Figures 83–88), the time in which water contaminated with concentrations above the regulatory limit spread over a maximum area more than 10 km in diameter. In the scenario with pumping and discharge operations (#2), the area occupied by such concentrations decreased more quickly during the time interval (Figures 83, 85 and 87) than in the first scenario (Figures 84, 86 and 88). Such a difference was caused by the removal of a large volume of contaminated water from the accident site and its dilution in the discharge area, a region with minimal tritium concentrations. As a result of the dilution promoted by keeping the other plants operating, it is predicted that the tritium regulatory limit will not be exceeded after the eleventh day for Scenario 2, while it will take sixteen days for this to occur in Scenario 1. Modelling results suggest, therefore, that increasing the pumping and discharging rates could be used immediately after an accident to accelerate the dilution.

Pumping and discharging operations would only be effective to manage the highest concentrations of the plume, however, because they did not affect the general distribution of the HTO plume in the bay. Plume evolution is presented for 1, 2 and 6 months (Figures 89–91) post-accident for Scenario 1; these results are quite similar to those of Scenario 2 for the same time periods. After 1 month (Figure 89), the plume reached its maximum spread in the bay, and concentrations on the order of 50 KBq m⁻³ were predicted in most locales. Because such concentrations are still very high and because the ingestion dose from organically bound tritium (OBT) in seafood is highly uncertain, it would be wise to suspend fishing activities in the whole bay for a minimum period of 60 days. After that, the concentrations are predicted to
decrease quickly. After 3 months (Figure 90), with the exception of Ribeira Bay where fishing restrictions could be maintained, predicted concentrations in the rest of the bay would be below the detection limit (DL) used by the environmental monitoring program (11 KBq m$^{-3}$). After 6 months (Figure 91), the tritium plume would be completely undetectable.

The behavior of tritium was assumed conservative because it behaves like a water molecule and remains in solution. For the simulation, radioactive decay was assumed negligible because the simulation time corresponded to less than 10% of tritium’s half-life (12.6 years).

Finally, 1 year after the accident, the results of the modeling showed that Ilha Grande Bay would have returned to its original state, i.e. concentrations would be the same as those predicted at steady-state from routine releases. It should be stressed that the equations of advective and diffusive transport used to model tritium dispersion use the Eulerian frame of reference.

FIG. 83. Dispersion of the HTO plume 3 days post accident in Scenario 1.
FIG. 84. Dispersion of the HTO plume 3 days post-accident in Scenario 2.

FIG. 85. Dispersion of the HTO plume 10 days post-accident in Scenario 1.
FIG. 86. Dispersion of the HTO plume 10 days post-accident in Scenario 2.

FIG. 87. Dispersion of the HTO plume 14 days post-accident in Scenario 1.
FIG. 88. Dispersion of the HTO plume 14 days post-accident in Scenario 2.

FIG. 89. Dispersion of the HTO plume 30 days post-accident in Scenario 1.
FIG. 90. Dispersion of the HTO plume 90 days post-accident in Scenario 1.

FIG. 91. Dispersion of the HTO plume 180 days post-accident in Scenario 1.
APPENDIX III. DEFINITION OF ORGANICALLY BOUND TRITIUM (OBT)

Definition\textsuperscript{12}: OBT is carbon-bound and buried tritium formed in living systems through natural environmental or biological processes from HTO (or HT via HTO). Other types of organic tritium (e.g. tritiated methane, tritiated pump oil, radiochemicals and so on) should be called tritiated organics, which can exist in any chemical or physical form.

Notes:

(1) Buried tritium is tritium that occupies exchangeable positions in large biomolecules in dry matter but that is not removed by rinsing with tritium-free water. Buried tritium therefore contributes to the OBT concentration in the traditional experimental determination of OBT. It is analogous to buried hydrogen in biochemistry.

(2) OBT should not include tritium bound to sulphur, nitrogen or oxygen (exchangeable OBT) that can be removed by washing with tritium-free water. This fraction depends strongly on the HTO concentration in effect at the time of sampling and can exchange with water vapour during analysis. Inclusion of the exchangeable fraction would lead to measurements that are highly variable and difficult to interpret.

(3) From an analytical perspective, OBT is the activity in dry biomatter that is not exchangeable with water. In measuring OBT concentrations, exchangeable OBT should first be removed by moderately drying the sample without decomposing the organic molecules, washing the residue repeatedly with tritium free water and then drying the material again. The OBT concentration can then be determined as the tritium activity in the dry sample. This is generally done by combusting the sample and determining the activity in the combustion water by liquid scintillation counting, or by analysing the sample by He-3 mass spectrometry. There are no generally accepted standard techniques for measuring OBT and the methods used should be documented when reporting results.

(4) In the washing process, exchangeable tritium nuclei are removed and replaced by hydrogen nuclei, but exchangeable hydrogen nuclei are simply replaced by other hydrogen nuclei. Thus measurements of OBT do not reflect the specific activity of the non-exchangeable hydrogen. This specific activity can be estimated by dividing the measured concentration by the fraction of hydrogen nuclei in the dry sample that are non-exchangeable. For example, this fraction has been empirically determined to be 0.78 for leaf tissues, but different values may apply for other plant or animal materials. Care must be taken in comparing model predictions and experimental data that the same quantity (OBT concentration or specific activity of non-exchangeable hydrogen nuclei) is being considered.

(5) OBT concentrations should be reported in units of Bq L\textsuperscript{-1} of combustion water. This is the fundamental unit that can be converted, if necessary, to the specific activity of the non-exchangeable hydrogen nuclei. Use of Bq L\textsuperscript{-1} makes it easy to compare concentrations in different media and to determine whether specific activity is depleted, preserved or enriched when tritium is transferred from one compartment to another.

\textsuperscript{12} Definition of OBT proposed by the EMRAS I Tritium and C-14 Working Group [4].
(6) OBT refers to organic tritium formed from HTO by natural processes in living organisms, or in materials such as soils or lake sediments that are derived from living material. Put another way, OBT is that organic tritium found in a normal diet that imparts a dose consistent with the ICRP ingestion dose coefficient for OBT. All other types of organic tritium, no matter how they form or how they appear in the environment, should be called tritiated organics and assigned their own dose coefficient for purposes of dose calculation.
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LES large Eddy simulation
LL lower layer (soil)
LOD limit of detection
LSC liquid scintillation counter
LSS land surface schemes
MAGENTC MAmmal GENeric model for transfer of Tritium and Carbon
MG geometric mean bias
MS mass spectrometry
NE non-exchangeable (OBT)
NMSE normalized mean square errors
OBD organically bound deuterium
OBT organically bound tritium
ODEs off-diagonal elements
PDFs probability density functions
PF ParFlow (popular hydrological module)
PFT plant functional type
P/O predicted and observed results
QA quality assurance
QC quality control
RBC red blood cells
RGR relative growth rate
RZWQM root zone water quality model
SA specific activity
SAR specific activity ratio
SMR specific metabolic rate
SVAT soil-vegetation-atmosphere transport
TJ Thornley-Johnson leaf-level photosynthesis model
TLI translocation index
TFWD tissue free water deuterium
TFWT tissue free water tritium
UL upper layer (soil)
VG geometric variance
VPD vapour pressure deficit
WG7 Working Group 7 “Tritium Accidents” of the IAEA’s EMRAS II Programme
WRF weather research forecast system
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